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e Ranks are invariant under any monotonic transformation of data, i.e.,
R(X;,...,Xs) = R(H(Xy),...,H(X,)),
if H is a monotone increasing function and
R(Xy,..., Xn) = (n+1) - R(H(X1),. .., H(Xyn)),

of R12:-n R112 n
:Ilf H is a monotone decreasing function. (<—> z- or t-tests may change signifi-
s Rn Al

cantly under monotonic transformations of data). %
@ Replacing the data by their ranks also has the R 123 5
(—d\acjﬁ._l effect of moderaﬁg the influence of outliers. R_’l‘-;-;%b‘_’
iTNP:ZSS e Many nonparametric methods are based on order statistics and/or ranks.
e Q: Why are many nonparametric methods based on replacement of the data by
T8p.63 ranks? What information of data are contained in their ranks? nondecreasigg
(exercise) — Recall. Let X, ..., X, beii.d. from a continuous cdf F', and let U; = F(X;),
TBp.I05 i=1,...,n. Then, Uy,...,U, are i.id. from U(0,1).
(exercige) — Recall. If Uy,...,U, ~ iid.

o larger slope & more X;
g | oo UO1). the pdf of the ithrorder ey e S sore e 1
(- l)u(_{) Stat—ISthUQIS dtskcbud:ﬁmi
‘____'L n' .1 ) v(o 1) ----------
S ] = b
[=foe W = = Dln_pi< L™ o
Beta (i

n-t+1)] for 0 < uw < 1 and zero, otherwise.
=,
Note that E(UR) =i/(n+1). _rank  Xiiy—.
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— U; = F(X;) is not a statistic because F' is an unknown function.

- statistics ot
Review iUt> )1(— ;]c F()g_ ) -IJB (n+1) - (n+1)E[ Ury| Bi]
1 § 5= R) 7 Y(R) = L R)) — L4y = Al = (I L R, | Li]-
. f . nivole : ; =
e e e

How to use ranks to compare two samples? Under the nonparametric model

(O) in LNp.27, for the null and alternative hypotheses: [@: Why ranks are
M, ?
Ho F=G vs. Hy:F#G the.":‘mal:conoj'-_qggls

what data are “more extreme,” i.e., cast more doubts on Hy? useless in one

Intuition. m8,
ntuition E G E GC_F iwfiﬂ)
1+2+ - +12
= 12%13 =78

2 "= (22 ocee 0000 o.@]mooCl
(pooled) ranks: 1 234 56178 .9._°L 12 12345678210 11 12

Theorem 9 (Mann-Whitney test or Wilcoxon rank sum test)

Consider the nonparametric model ([J) in LNp.27.

e Pool all m+n observations (i.e., Xi,..., X,, Y1,...,Y,,) together and rank
them in order of increasing size, i.e., X Y

LA ~

R(Xy,.., Xa Yy oo, Yin) = (Biyeo o, RufRuit, - o, Runen).
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e Test statistic Wx (or Wy )
byt T Ty = Y% R, and W, ™ R,.;. They ar tively th
= $(b)§(a) Wx and Wy = ) 52 Bnyj. ey are respectively the
Y sums of the ranks of Xi’s and Yj’s in the pooled data. Notice that
b, 1
(b.a) X=Y Wy + Wy —=1+2+-- +<m+n>:(m+n)(7722+n+ )
Fi(@)f (b) (m+n)(m+n+1) =
= J"_ i(a)f-_(b) ~ by = 2 = W
f ,g(; <, Data with larger or smaller W are more extreme = tend to reject Hy
=l2 | e Null distribution of Wy M—’ 1-sample model) |Why irrelevant &0 F 2
— Under Ha. (F = G with min Check Thm8 (INp.29)
i( ‘: nder fip (;)7 ( %FU.‘ .m) observations > .kscarry no
(R\.R3) Prob X1, ..., Xﬂ, Yl, e Ym ~ 1i.d. E:‘l lOHOfF
(2.2)x<y »o 1 1 | 1 J ) eguarprobabiﬁ’by‘_
(2' 1J<-X>Y 72 R17 200 g R@) Rn+1 3o g Rm+n i ; y(m"n).'

— Any assignments of the ranks {1, ..., m+n} to the pooled m+n data are
equally likely, and the total number of different assignments is (m +n)!.

— Joint distribution of Ry, ..., R: R(x.Yo. )= (R R.RY) Q<D<C Fob

. . (13T Nevon e

* Consider an urn containing m + n balls, (e BedacXicy Ve
it —_— ] 1 2

labelled by 1,2,...,m 4 n, respectively. (3. 1.2)¢ X< Yi<X, Y6

: . (3. 2, 1)+ Yie X2 X, Y6
x Sequentially draw n balls without replacement from the urn = there

are (m:{”) x n! different outcomes, each with equal probability

>
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<:I Rob * Let ry,ro,..., 1, be the numbers on the 1st, 2nd, ..., nth balls drawn,

Ri= 1, Ymen respectlvely Then, all permutations °f__u._.__Rn Rosn
212, |Vin Lm' ﬂ (m"'n)x ni
: : P(R1 .,R 'I"n)-—- e | = T
m“n, I/er-n [m+r| |)/(m+n)| ( n ) X n— M (“.n)
kLo ! 0L -
E(R:) — The null distribution of Wx = Ry +---+ R, (Wx ﬂ P
is the sum of the numbers on the n balls) can be ( n )
obtained from the joint distribution of Ry,..., R,. { }é.R_"’_M

B ® Rejectlon region ¢ 2-sided test  reject if Wy small (> Wy 'aj@) or M(‘"M)

n<m, | — Let n; = min(n, m) be the smaller sample size, and W be the rank sum
n=3.{0a }from that sample (i.e., W = Wx if n < m and W = Wy if n > m).
Usz= f& g * Note that under Hy, r.%_',"
+ 2 2 . N
3 1,% ﬁ::_i- CBW) = E(Ry) + -+ E(Ry), ifn<m _ il el
Wx = — E(Rnt1) + -+ E(Bpym), ifn>m 2
Z '}:% m::-._%_ - the null distribution of W is symmetric around E(W) (exercise).
=1+3|mn- )
Wy = 24 Let W' =milm-rntl)— W—ﬂW’;W
321:%|meng * Let W* = min(W, W) 121 | tutgpenen 678 8t 3(mn)-3
4=1+3|mn-3 i H Mni(mn+1)
- — Reject Hy when W* is small, i.e., W* < w. '—;—L
2: :'.: — Table 8 of Appendix B in the textbook

Wy Wi <Wesw Waw
Wi'sW. Wy 20 -> W,/

gives critical values w for W*.

Wy

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 3875, 2018 Lecture Notes

Ch 11, p. 34
e We have assumed here that there are no ties % 3+4t5+h
among the observations. If there are only a « XX xx z
sz.lﬂ number of ties; tied observations are Ri 1 2 78 =45k
assigned average ranks.
6.

Example 4 (Mann-Whitney test, heat of fusion of ice, cont. Ex.1 in LNp.3)
e The ranks are (ties = average rank)

nN=13 Method A 75 190 11.5 19.0 155 155 19.0 4.5
v 21.0 155 11.5 9.0 11.5
m=8 MethodB 115 1.0 7.5 45 45 155 2.0 4.5 «Sum=5]

o n; =8, W =Wpg =51, M: 8(8+13+1)—E: 125, W* = min(W, W') = 51
e two-sided test at level o = 0.01, critical value = 53
— ) —— l
two-sided test at level o = 0.05, critical value = 60 j' Table8 (TBp.A2 )

e Therefore, the Mann-Whitney test rejects the null hypothesis at a = 0.01.

a comparison of parametric and nonparametric models

Ky

parametric nonparametric
model data Ipower on [Bower on model SP“ceH
space | reduction | robustness Hﬁ H% i1 HZ Hay e °
parametric . . (usually) %‘
—_ small | low-dim worse higher
models Cz:llgm<oo-—f d;,,tgensiéive LOWEr S /

: IMm=s00TY autlier .
DONpATSIETIC large | high-dim better lower (us.ually) nonpammef:rc
models higher parametric —
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Does Mann-Whitney test have reasonably good paf =
powers over the whole H,4 : F' # G?7 Note that G ] G

HyUH, = {(F,G)|F,Ge @}, £

P — === G X008 X000

Hy = {(E? Q) |£ c Q,G = F} HEXRRRK X RXXRX XXXRX
Assume that the distributions (cdfs) [~ Same variance

Alternative] F,G € Q and F, G have same shape. pdf F{ ‘: é : G d>

setupfor |— If X ~ Fand Y = X + A, where [check] *
¥y 7 A A L =4 T4 A
F#Q'g 15U A is an unknown constant, then é'g‘s”ez(b)

. - odf ¢ ,7
stochastically) ¢, 1, cdf G(y) of Y, we have L— a parameter A -
(Guck) | G =P <y =PAXLA<y)=PX<y-A)=Fy-4)

02%&];:'%_” and for the pdfs f(x) (zlf X and @ of Y, we have
thanE. [ ZZ 9y) = 5GW) = yEly=4) = fly=4).

=>——""Imodel (O)
e Thus, the statistical model is: in LNp.2'7 o_ci
information Ist sample:  Xy,.... X, ~ iid. from F ,
55 = d dent
M 2nd sample:  Y;,.... Y, ~ iid. from G } < Idependen (©)
is in prder] = & (dim=1): parameter of main interest
. tics, |Where F' € Q and G(z) = F(z = é){""“ 1): pa

ﬁt‘fa_n% shape Of E_ (dim=00): nuissance parameter
———J— This model contains infinitely many parameters because dim(2) = oo. E>
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&

HA: O#O
(TTa# 1/2)

9:?:' ;-‘H . G(z) = F(x—A), and (3) X,Y are independent. The

{;:'zs:'g‘“ joint pdf of (X, Y) is f(x)g(y) = f(x)f(y = A).

Ch 11, p. 36

— Under this model, the null Hy : F' = G become Hy: A =0
and the alternative H, : ' # G becomes Hy : A # 0, ie.,
HoUH, = {(F,G)|FeQ, Gy)=Fy=A), AcR (or ma € 0,1])}
’-@ﬂ={(5§)@€%%:ﬂy—ﬁ)7 A =0 (orma =1/2)}
corem 10 (An alternative formulation of H, and lwhattFA<O"J
Suppose that (1) X ~ F € Q, (2) Y ~ G, where

2

(H)—@ Pp(X < V) = J ff Jly— )

Teis L f_m f@) [E(y—A)|*] da
thot they o

egual for | = _ F(r — e
#—” = fﬁu Flz—A)] f@)dz =1

® Define mp = PA(X < V). Clearly, 0 < 7p < 1.
e Then, mp = 1/2 if and only if A =0.
Proof.

® If A >0, then F(r — A)‘i F(z) < L Flz+ A) Yz, and there st exist a

region A of x in which the inequalities are strict and VWi A )dx > (). E>

Bin(1 "ITA) ~ _3_=

1 & e
B'.n(lo )‘V‘/;: - — _L’ = 7 i ‘/; — o
—% = 0, otherwise, =27 mn Z:; = — = m#Xe <Yy}

<:I e Thus, for A > 0, SR
[ Flo—A) f@)de < °, F@) f@)de < [°, Fla + A) f(2)do
By (%) & ~ s T y ‘= g J
in > 1-PX<Y) 1-Py(X<Y) 1-PaX<Y) =
e = R
e Then, the results follow from: F(z) f(z)d J zdz==2°| = 5

dat 2= F(x) » 9%/jx =

e Estimation of ma: the parameter N = PA(X <Y) wrn_

Yy Yy —
can be estimated by the proportion of the comparisons f“: .
for which X was less than Y, i.e., mn=tofe&e v,vi—

— consider any pairs (Xi-,Y) 1<i<n 1<j<m,
1, fX;<Y; = ""'X
=t S o % o Rt
0, otherw1se — mn zz.i }:v; =#0of o

— [noE independentle- Note that Z,-, ZayYi=g iisk Bint2. F ) . gophin Thnl0 (1 36)

— an alternative expression: consider the mn pairs (X (@) Yﬁ_)) and let

1, if X(Z-) = Y )

— let Z;;

HMIS

n m

Mi
=1
>
I
Sl
S
~
23
VAN
S
o

— eg., P(xu) < Yiz))>P(Xm=< i) ’
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