NTHU STAT 3875, 2018 Lecture Notes

<:| Note 3 (Some notes about z- and ¢-tests) et
== ® For the null and alternative hypotheses:
2'523. Ho:A=Ag(or A<Ag) vs. Hj:A>Ag (need domain knowledge)

or
Np.13 Ho: A= AO (or A= Ag) vs. Hy* : A <Ay (need domain knowledge)
where H* Hy and H j’fl* are one-sided alternatives, the 2= and t-tests are

these - a known: Z > z(«) for H%, and Z < —z(a) for H}* c—(reasonable?)—l
tests g - 0_ unknown: T > ¢y, pn—2(a) for H}, and T' < —tymin—2(a) for H}* €—

FYI. All the tests presented in LNp.13-14 are uniformly most powerful unbi-
ased (UMPU) tests. (Note. Its proof follows a theorem of UMPU tests for

Thx+ Ty exponential family Wﬂl‘ nuisance parameters) s-gmf-canly large _ A?p;f %fl

62 |® The test statistics are of the form: -
C| S (estimated) std. [E_I ]
@ measjre oy (X —Y)—Aq |errorof X-7 ’“'39 largel
the accurac — i (Notcz eng f endugh
of the estor ———+ 5% v or Og.v | iapis] - (2104

X-YI| - In the numerator, (X —Y) — Ag estimates A — Ay. AEPQ =
Sunckions — Q: why is this estimate divided by s _3 (37 v | when m 1 and/or Z_T)'?

as the|fe Q: if Hp not rejected, do we really accept A = Ag, say ux = py? (better to
-.SC_al.e.‘Zf claim “sample size is not large enough to reject Hy.”) t-~Ao.o very easy

a ruler e statistically significant difference vs. physically significant difference da'ml f‘-t“-'nf"
(example?) different , sample size
statistical standard —— physical standard| rs lacge
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Theorem 6 (likelihood ratio tests for A:Ag, 2-sample normal model)
All the tests presented in LNp.13-14 are likelihood ratio tests.

check || Proof: We only prove the case of two-sided hypothesis. For the case of one-sided

Textbook| hypothesis, its proof is similar (exercise). T Ha 3
Sec 94
L__'@ Recall that

— the log-likelihood is

3 parameters : Ux, Uy, 0~

Thm2 m+n N 3. o ST Z;ll(yﬂ — py)”
— [ =1 1 —— _ =
(LNp.9) E(E) ektad 2 B 202 202 ’
— the test statistic of likelihood ratio test is -» used to determine Wha’l: dota (s
Substitute ,———>sup,, £ ¢ an increasing function “Mﬁm_méjsapporf H
= =—a@or log(A) =suplog(L)—suplog(L)=supl—supl,
MLEs | 2= 5oL 51_g(_) uplog(£) ipﬁ_z supi-swl
A€R where 2 = Hq | JHxy and w = Ho,  mA=0o
— a likelihood ratio test rejects Hy for small values of A (or logA).
space | o o2 known L Why are f:hey Uy
B — The parameter spaces £) and w are M
n Q = {(px,py) | pxeR, pyeR}  N(=R) 2 Ly
w
.;’,?«.',%",‘g'e w = {(ux,py) | px R, py = px — Ao}

— Under §, the MLE’s of (ux, uy) are tA=Ao (H_g_) w (ux-uy =Ao)
Thn3 (WpD—T 30 =X,  xa=Y

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 3875, 2018 Lecture Notes
) Ch11,p. 16
2in WNp. 5‘——le Zz 1 X X) +Z ( )2 .

= 2D L=1(Ax g, fivg) < — 52 - log(c?)
— Under w, the log-likelihood is proportional to =My
i n ) m ) 2 2,

* m+n o D1 (Xi — px) 1Y — (px — Ag)]?  |o2: known
%,++,Xn, Jand the MLE’s of (ux, uy) areL0'= Uy Z[Zi)(f, _,Ux+ (Ys +Ao) M_]
Y'-:;_Ao' 'Y’“+A° aX-A":—rA)_(aE — m%— TLZ + m%— n (? - AO)?

22 Nk ,62) n m _J m”:-nA"'mm
! by == Ay = —— (X —Ap) + ——Y
C'Q___“;"'L_';eéta'e EYe § BXe ™~ mtn——""m+n—
normal da invarionce property of MLEI
(W g,é) with W S (X —fxw)? + 2jerlYi— fiyw)?
OBU = Sup l = l(:“XwaNYw) o — — 02 —
W g
vahons m+n 2
= Therefore, the log-likelihood-ratio is ) log(c”)

S&PQ B 1Og§A2 = l(ﬂX,gyﬂKQ) - l(ﬂX,Qa IELY,Q)

_ 1 n S ~2 m Yi; 02
UL = 5 | (T 20K + iy + 2 77 — 2 v + il )

n —9 m —2 2 2
+(§_f€+nX == =~ +mY ] m_n nm_
=1_° - =1_J = ) (m+n)2 + (m.'.n)ﬁ

-, _ el
= 52 X~ Axf A mY — pvel] | X - pxy ==X _¥_Ag)
1 mn 9 - —
= () E =Y a2 Yy =@ g
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— The likelihood ratio test rejects Hcofor —Aa= Do

% small values of log(A) < large values of |[(X —Y) — Aql,
), which is the z-test apart from constants that do not depend on the data.

e o2 unknown t Thm5 ((Np.13)

ometered
par — The parameter spaces {2 and w are
A,w | e = {(ux,pv.0®)| px eR, py R, o® > 0}
in (INp 15 w = {(MX,MY, )| px €R, py = ux — Ag, 0> > 0}
— Under €2, the MLE’s of (,uX,_ o?) are E A= Qo (Ho)
Thm3 (W 9~10)—F ixo=X, jfva=Y, p
. 1 n . m - (n— 1)S§( +(m—1)S%
0?2 = [2- (X — ,UX,Q)2 =k Z e NY,Q)Q] =
m+n =1 —= j=1
m+n-2 S YJ V
_min_ 2P mAn. . (X — X)? el
:>'Z(NX Q,MYQ,UQ) T T3 log(cg) —
SAP.Q_ 2 in LNp.15<E m+n 9y M+
———10g(0h) = —

— Under w, the log-likelihood is proportional to
W
Xy-roXn, YitAg, 2*_ o m+n 2) _ it — ,UX)2 Z;rzﬂ

2 |
Ml S and the MLEs of (1x, v, 02) are €— Solve ag:,‘{;&.o and LY, 220
ixw = —=— X +—=—(¥ + Ag), «—Same as 62 known (LNp.Ib)
== mt+n— m+n
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