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» Methods based on normality assumptions 7 a
€tle Assume that (1) £ and G are normal,

oVari

-parameter| and (2) F and G have same variance. [‘i_;l > 77
is fued [ Thus, the statistical model is: u M:
Mﬁ 1st sample:  Xi,..., X, ~ iid. N(px,o?) _
— —' » < independent (k)
hkehhood 2nd sample:  Y3,.... Y, ~ Lid. N(uy,o?)
— This model contains three parameters: px (€ R), py ( (>0). @

— Under this model, the “difference” between F' and G is 81mp11ﬁed to be

the difference between py and py, i.e., A = pux —py (<= called “effect”) .
and px —py =0 < 1o dlfference or no effect |ofrer | |@stimation
testing

— )

Review 1 (estimation of the parameters in one-samle normal model)

and the statistics
Data-From S.r.s (IN.CHT, pil)

LS (K- X2 o

Consider X1,...,X,, ~iid. N(u,o
2 parame!:ers__?_? cF

Textbook| ¥ — — -
.;:c_ b3 T Zz 1— unbiased unb.@ H an(% SX n—1 i=1 —
Same as in Rﬂ—
L»@ distribution (exercise)(34veySampling]  |not S ((’;'_.;';"xn)ée_x-) € an
_ 7 and sg( are independent =» joini: =TT maginals nE_IIﬁ !m: suspace of R"

- X~ N(po?/n) 5 V(X = p)/o ~ NO e gy Po—rm) - Gie404=0

1)s3% /0% ~ x2_;; n— 1: degrees of freedom

o (n_ 1)S_X NU_Xn—l = (

Ch11,p. 7

o (=" X, Th=> " X?) is a sufficient and complete [MATH 2820,
statistic (exercise, Hint. 2-parameter exponential family) | (SEtZ=3)

e Optimality [&,LN,CH8,p57 &, LN,CH8, p72-73
Til/n| — X is the uniformly minimum variance unbiased estimator
(UMVUE) of p (exercise, Hint. Lehmann-Scheffe Thm)

1~ X is the maximum likelihood estimator (MLE) of p (exercise, Hint.

> i F . e n 2
Sa4 :I oy o R o (X p) ) &, LN,CH8,
¢ 3¢ ——— log-likelihood o ; log(a?) 52 P 20-21

L =142
1 If) — 5% is the UMVUE of g2 (exercise, Hint. Lehmann-Scheffe Thm)
n-\ 2797 —1 1 —
~— _ The MLE of ¢ is _ s% = — Z 1(XZ- — X)? (exerciseje——
MLE of o7 e g e EXercise

Definition 1 (estimators of the parameters in the 2-sample normal model)

Under the two-sample normal model (%) in LNp.6, -3 parameters: Ux Uy, 62

treated as one-sample
“')_(--e%llx,?-e-’lly

e an intuitive estimator of uy is X =1 = Xi,j_r

e an intuitive estimator of py is Y = L 377" i1 Y
@ since s% = pressy ZZ (X=X X) and sY = ﬁ' G = ‘estimate 3
n-1,m-j.| the same parameter 0%, we can pool them to @ better estimator: h
rgz Sog &2 = (n=1) 2 (m—1) 2 — (=1 1)ﬁ'+M)£
220 )2 (=D +m=1)% (=D +m=1)r 4 min-—2q
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Note 1 (Some notes about the estimator of &)

e s° is called the pooled sample variance

|*e MI’E

e s: is a weighted average of the sample variances of the X;’s and Y}’s, where
— the weights are proportional to the degrees of freedom, it is appropriate
since if one sample is of much larger size than the other, the estimate of

0_2 from that sample is more reliable = it receives greater weight

= 0° = s2: an unbiased estimator of g*

— since E(s%) = 0° and E(sy,)

1 i Theorem 1 (distributions of the parameter estimators, 2-sample normal model)

e Since (X1,...,X,), (Y1,...,Y:) are independent random variables

— - .
. . = ( X, s?X, Y, sy ) are independent random variables .Y,VLndependenh
_..—&J—\ Var(X-Y)
((Lpr) ( Y, ;29 are independent random variables =Var(§)+va'ar(V)
— L — = 6%/p+ 6¥n
(_ 2/77') \/7(X - ,LL_)()/O' ~ N(O 1)<_ standard; -

(ny,0%/m) = /m(Y — py)/o ~ N(0,1)

2ation
~ N (ux — py, & + 2) - ED )
9 n m

o
— _\/lJrl M

- 1)3Y/a ~ x2,_, and (iii) sX and
—

@ Since (1) (n —1)s%/0* ~ Xn 1, (ii) (m
2 are independent, n gy qu D Sy

S5y
P 2

S2 2
~ mrnz Amm-z &=
testing —> likelihood ratiot" . ¢
estimation —» maximum likeli

Theorem 2 (log-likelihood, 2-sample normal model)

Under the two-sample normal model (k) in LNp.6, the log-likelihood is pro-
portional to (exercise) . ) - 2
Ui, o) o — TP log(g) - 2K 2 — )
SEX Ly, T ) X 5 gla = =
e (Z BTN 1y2> L '(Z | Z)I by I(Z 1 'J)']
amel:erL__(f_.l i= [ \i= e e
——l___
,%) |—[(m +n)/2]log(c?) — (n p%)/(20°) — (@ﬂ)/@a )I Td:pdfg “J ]x
R € 3-parameter exponential family & X2-2 l‘x(ﬁXi)+nu,2( P
L =t u-njﬁﬁg I

From the log-likelihood, we have

7\
o b= Bl X)—nxux] =0 > UxmE=X
2X N kvl
Q%ZEL_Q[(Zgl s mxuy]=O$UY,_LE.M o
, (p? | ST gy Sy =122
s h- g T+ A =0 S SME=Tin S

Theorem 3 (UMVUE and MLE of the parameters in the 2-sample normal model)

. ( ZZ 1 Xi, By = ZJ Y, Re =30 X7+ 3070 j)lsasufﬁ(:lentand
complete statistic (Hlnt 3- parameter exponential family)

e X (= Ry/n) is the UMVUE (by Lehmann-Scheffe Thm) and MLE of ux

e Y (= Ry/m) is the UMVUE (by Lehmann-Scheffe Thm) and MLE of uy
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of g2, since (i) s; is unbiased, and (ii)

e (by Lehmann-Scheffe Thm) The pooled sample variance 312) is the UMVUE

Ch 11, p. 10

(n—1)sx +(m

Check Note 1 (LNp.8)

nX2 (&5 n(R)°

~mY" = Ry — (B}/n) — (R3/m)

2

—1)sy <—

(mtn—2)s, (_1)SX + ( m —1)sy
- Y- (XK= XP+ Z
= "OX2) —nX 4 i
g B
lT@TheMofa_gis %sg—
m+n -+

ming,ck ymin-2

Question 2 (how to claim A=0 or A#07?)

Under the two-sample normal model () i

n LNp.6, consider the parameter

A= px — py. invariance property of MLE :
. Notice that (R.N,cH8.p19] By, gSs0 2(6
estimatipn - ;
oilim Al A =0 < no difference in the two samples | MLE of 2(6) is .&@HI.E) ~

T—}® The UMVUE (by

Lehmann-Scheffe Thm and A = R;/n— Ry/m) and MLE

ofAisA

= X — Y epointestimator  p,q|) duglity between C.I. and th_L‘mg

in Thml
(WNp.8)

A~normalle But, A # 0 is not a strong enough evidence to reject A =

0 (Note. '
P(A#0) = 1). A better way is to examine if a C.I. of A contains 0.

° 9: how to construct an interval estimator for A? \—inl'erval estimator

+« Review 2 (pivotal quantity of &)

1 6, denoted by

Ch 11, p. 1

A pivotal quantity for 0 is a function of data Xj, ..

QX0 =Xy, .., Xy
if the distribution of Q(X, ) is irrelevant to all parameters.

, X,, and the parameter

X,,0),«ary., but not a
Statistic

Theorem 4 (confidence interval of A, 2-sample normal model)
Under the two-sample normal model (k) in LNp.6,

® o known (¢ is not a parameter) (Recqll diskribution ?l
Uz, Uy 1 —a pivotal quantity of A is X =Y in Thm | (WNp.8) irrelevant to

My , U
ia by [ >0z + EDow) _ XD A g
et T e L
vcdfoﬂw“_ a 100(1 — a)% C.I for Ais (X = Y) + 2(e/2) x (o \/% + L) since
%;%h—“ 1—a=P(|Qzal| < z(a/2)sdata:fixed, A: changed rk,,own
A - P(ED oo/t +E <A< @D+ a0/ + 1)
[*.4 (>4
=2(3) 23, o? unknown (o2 is a parameter) m_m*_:'g:‘t-ﬁmcﬁonﬁ data only E@
— a pivotal quantity of A is > ~N(o.1) My Uy g2
S— ~v_v 11
Sunction of G R [(X_—z’)—é]/(g, 5w )e J[TBeld3
iaﬂ & = Q_é Z (m+n—2)s2 ~ lmin_24
only ~Aun-2 \/ (21 e Tndependent]
(Thm 1, LNp8) a2 m+n—2 ( Thml, LNp. 8)
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Q2 10001~ 0)% CL for Ais (X = V) & tmena(0/2) X (sp 1 %)

. : . Nl |~ £ /S a distribution etk
Note 2 (A note about the confidence intervals of ) | TR e P - Nl T
These confidence intervals are of the form g op.otes the accuracy of esti:;{:o;:

(estimate) + (critical value) x [(estimted) standard errork

C 1 whe
62 know

m=28,Xpg="T79.98, sg =0.031

assume |® 5o = \/ & i+ = 55 = 0.027856 sz, %, = s5p/5 + 1 =0.012565 5
e A 95% conﬁdenee interval for A = s — pp is side-by-side box-plots in LNP#‘T
(Xa—Xp)£19(0.025) x s, _, = (0.04) £ (2.093) x (0.012) = (0.015, 0.065).

Note: O (0.015.0.0b5)=>reject A=0«

e Recall. duality between confidence interval and hypothesis testing

e Q: What are the hypothesis testings corresponding to these confidence
intervals of A7

Question 3 (how to perform testing of A=07?)

Theorem 5 (z-test and t-test for A=A, 2-sample normal model) et
Under the two-sample normal model (k) in LNp.6, consider the null and alternative
VRO Ho:px —py =A =09 vs. Hp:px —py =40 # N
where Ag is a known constant (Note. if Ag = 0, Hy : px = py vs. Ha : px # py),
and Hy is a two-sided alternative. From the duality between C.I. and testing,
L 2) [testi i
Qzpal < 2(0/2) <= | |Qza,| < 2(a/2) |teSHing
CI.| fixed =7 ¥— changed d’;;'?ed fixed \
lQ&,él < tm+n—2(a/2) = |QZ,@1 < tm+n—2(a/2)
the corresponding test of these confidence intervals are: ?;gc;zté?ce ll
e test statistic X_7)_A o pivotal guantity Hgeg '
— o2 known: Z = =0 ( e QzA in LNp.ll) TRPELT =
- 1 1 —_— <
: T — 2.0l
Q'Afe.*""'V J ZV 7 T ™ amstd error of X-V Qo+ o<t
Statistics ? R — [Q1.al< taim-2(%
2 =)= Ao cf.
— ¢ unknown: T = QT in LNp 11
o /14 Note. The t-
e ® Lull distribution a=Aq, X- 7~N(4° A rejects Hy if
'rhmq_ - U kno_wn under HO’ Z Mo_lz [(Y-V) A"]/OJ%_*”_U\ and on]y if 1*5
(Wp )] — o2 unknown: under Hy, T ~ tmyin_2 -~ [(Am-2)S3/gagmumgy || cOTTESPONding
T level-a rejection region ta A= Ao, Thm# (LNp.I)—T C.I. does not
ng-s% il — _2 known: |Z| > 2(a/2), called z-test  (reasonable?) include Ay.
altgrna{;ixe — 0% unknown: |T| > tmin_2(a/2), called t-test  (reasonable?)
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