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Comparing two samples (Chapter 11)

• Comparing two independent samples

s.r.s., N → ∞: 

without replacement

 ≈ with replacement

(  i.i.d.)

populationobserved data from s.r.s

(random variables)

{X1, …, Xn}

{Y1, …, Ym}

For example, in 

medical study,

• Xi’s: treatment

• Yj’s: control

• Xi’s, Yj’s are 

continuous quantities 

of same characteristic

• X−Y is meaningful

For example, in human

population,

• Xi’s: heights of males

• Yj’s: heights of females

• X1, …, Xn ~ i.i.d. with a common continuous distribution F

• Y1, …, Ym ~ i.i.d. from a common continuous distribution G

• {X1, …, Xn} and {Y1, …, Ym} are independent

Why?

• Problem formulation and statistical modeling

population

U V

1 X1

⋮ ⋮

1 Xn

2 Y1

⋮ ⋮

2 Ym

Data
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0

0

0

0
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Note 1 (Some notes about comparing several samples)

Example 1 (heat of fusion of ice, Natrella, 1963)
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Definition 1 (box plot)

box plot histogram (true, unknown) 

underlying 

distribution

side-by-side box plot
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Question 1.
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• Methods based on normality assumptions

Review 1 (estimation of the parameters in one-sample normal model)



Ch 11, p. 7

Definition 1 (estimators of the parameters in the 2-sample normal model)
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Note 1 (Some notes about the estimator of σ2)

Theorem 1 (distributions of the parameter estimators, 2-sample normal model)
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Theorem 2 (log-likelihood, 2-sample normal model)

Theorem 3 (UMVUE and MLE of the parameters in the 2-sample normal model)
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Question 2 (how to claim ∆=0 or ∆≠0?)



Ch 11, p. 11

Review 2 (pivotal quantity of θ )

Theorem 4 (confidence interval of ∆, 2-sample normal model)
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Note 2 (A note about the confidence intervals of ∆)

Example 2 (confidence interval of ∆, heat of fusion of ice, cont. Ex.1 in LNp.3)

Question 3 (how to perform testing of ∆=0?)
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Theorem 5 (z-test and t-test for ∆=∆0, 2-sample normal model)
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Note 3 (Some notes about z- and t-tests)
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Theorem 6 (likelihood ratio tests for ∆=∆0, 2-sample normal model)
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Ch 11, p. 18
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Theorem 7 (power of z-test, 2-sample normal model)

0
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Note 4 (Some notes about the power function of z- and t-tests)

0
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0
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Note 5 (Some notes about z- and t-tests when 2-sample normal model does not hold)

Example 3 (power function and sample size determination)
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t5 (long dash), t10 

(short dash), t30 (dot), 

N(0,1) (solid)
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Note 6 (The circumstances under which z- and t-tests may be invalid)
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• A nonparametric method for 2-sample problem --- Mann-Whitney Test

Question 4.

 Reading: textbook, 11.1, 11.2.1, 11.2.2
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Question 5.
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Definition 2 (nonparametric models and nonparametric methods)

Review 3 (order statistics and ranks)

\

• • • • ••
X(1) X(6)X(5)X(4)X(3)X(2)

order statistics:

X1X3X4 X2 X6 X5
data:

R4=1ranks: R2=2 R3=3 R6=4 R1=5 R5=6
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Theorem 8 (sufficient and complete statistics for nonparametric models)

Note 7 (Some notes about order statistics and ranks)
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(exercise)

(exercise)
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Question 6.

ranks:

Theorem 9 (Mann-Whitney test or Wilcoxon rank sum test)
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Example 4 (Mann-Whitney test, heat of fusion of ice, cont. Ex.1 in LNp.3)
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Question 7.
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Theorem 10 (An alternative formulation of H0 and HA)
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Theorem 11 (An alternative view of Mann-Whitney test)

Ch 11, p. 38

1 2 3 4 5 6 7 8 9 10 11 12

j = 1 2 3 4 5 6
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Note 8 (A comparison of t-test and Mann-Whitney (M-W) test)
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Theorem 12 (means and variances of UY and WY under H0)
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Theorem 13 (Asymptotic null distribution of UY)
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Example 5 (Asymptotic null dist. of WY, heat of fusion of ice, cont. Ex.4 in LNp.34)

Theorem 14 (Nonparametric confidence interval for ∆)
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Theorem 15 (Bootstrap confidence interval for π∆ (↔ ∆) )

Example 6 (C.I. for ∆, heat of fusion of ice, cont. Ex.4 in LNp.34 & Ex.5 in LNp.42)
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 Reading: textbook, 11.2.3
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• Comparing paired samples

population

For example, in medical study,

• Xi’s: treatment

• Yi’s: control

applied on the ith twins

• Xi’s, Yi’s are 

continuous quantities

• X−Y is meaningful

For example, in human

population,

• Xi’s: left eye vision

• Yi’s: right eye vision

of the ith person

• (X1, Y1), (X2, Y2),  …, (Xn, Yn) ~ i.i.d. with a common

continuous joint distribution F(x, y)  ← population distribution

• (Xi, Yi), i.e., F, might not be independent

• Problem formulation and statistical modeling

population
observed data

(random variables)

{X1, …, Xn}

{Y1, …, Yn}

Independent samples

Data

U block V

1

1

1

2

X1

X2

⋮ ⋮ ⋮

1 n Xn

2

2

1

2

Y1 

Y2

⋮ ⋮ ⋮

2 n Yn

s.r.s., N → ∞: 

without replacement

 ≈ with replacement

(  i.i.d.)
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Independent

samples
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Theorem 16 (A brief variance comparison of paired and independent samples)
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Theorem 17 (Conditions under which paired sample is more effective)
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Example 7 (Effect of cigarette smoking on platelet aggregation, Levine, 1973)
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• Methods based on normality assumptions

Theorem 18 (test and confidence interval for µD, 1-sample normal model, paired data)
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Example 8 (Effect of smoking, t-test for paired data, cont. Ex.7 In LNp.52)

Note 9 (Some notes about one-sample t-test when normality assumption does not hold)
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• A nonparametric method --- the signed rank test

Question 8.

ranks:
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0 00

Theorem 19 (Wilcoxon signed rank test)

0 1 2 3 4 5 6 7 8 9

−1 2 3−4 5 −6 7 8 9
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Example 9 (Smoking effect, signed-rank test for paired data, cont. Ex.7 In LNp.52)

Note 10 (A comparison of one-sample t-test and signed rank test for paired data)
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\

Theorem 20 (means and variances of W+ under H0)

0 1 2 3 4 5 6 7 8 9

−1 2 3−4 5 −6 7 8 9
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Theorem 21 (Asymptotic null distribution of W+)

 Reading: textbook, 11.3


