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Ch7, p.51
e an argument based on the CLT can be used to show that R is approximately

D
normally distributed, i.e., R~ N <u R, aR), when sample size n 1s large

e Applications ('.'bids-)O)r&#_ n->0 %Cﬁﬂb@ replaced by ( O-R)
R—rgy > é) ~ 2[1 . (5)]

— probability of estimation error € [a, b], e.g., P( =
|0/2.) NO.1)R el —
— approximate 100(1 — )% confidence interval of r4,: R+ z(a/2) sg

Example 16 (estimate population ratio r,,
e Suppose that 100 people who recently bought houses are surveyed, and

y: mortgage payment Z: gross income

are observed. The r;, = 7,/7, is the percentage of the total mortgage
amount to the total gross income of all people who recently bought houses.

e Suppose that the populatlon size N is missing, but it is known that 100 << N.
e Suppose that X = 3100, sfv = 1200 Y = 868, sy = 250, pxy = 0.85. wi{‘hiout‘
4...&:!7 e

Ux L_..a o
L Webave™ R = 568/3100 = 0.28%ery, U8 Soqy o S| s with

e Neglecting the finite population correction, the estimated Standard error

shows L. of R i 18/1 Def14,S.x.S. with (LNp.50)
accuragy SR = —— —\/O 282(12002) 4 2502 — 2(0.28)(0.85)(250)(1200) = 0.006.
of R =£™ 10" 3100

Note that sg is small because™>r and y are highly positively correlated,

Tzy > 0, ®Rnd X is large. e— check the graph in LNp %9

Ch7, p.52

e An approximate 95% confidence interval for 74, is

0.28 4+ 1.96 x 0.006 = 0.28 = 0.012 = (0.268, 0.292) «-an interval estimate

e Again, neglecting the finite population correction, an estimated bias of R

using Thm 16 (LNp.48) is @ Var ~O(n")«<Es O(N°2) ~ bias?
Spinjc€ 1 1 ., _ 1 2y _ - _
.51 o (RS = haysa5y) = 155 % 37002 [(%)gig )sjgn(ojﬁ)(%oxmom] = —0.00025,

which is negligible relative to sg (=0.006). Note that the large p., (=0.85)
and thé large value of X (=3100) cause the bias to be small.

* Ratios used for estimating population means (and totals)

Suppose i, is known, e.g., the example of 393 hospitals in Ex.2 (LNp.4),

— y: number of discharges,«main interest Uy T_population
— 2: number of beds. (N is known)

Suppose the average (or total) number of beds p, (or 7,) in the 393 hospi-

Yobythis?| tals is known (before a sample has been taken). Both Xk and Yk are riv's

Check
gméh: Q: how to take advantage of this information in the estimation of j,?

Select a random sample, and collect the data: (Xg,Y%), k=1,...,n. For

the parameter My = fa Tzy, an intuitive ratio estimator of Py 1s

__a——only use Y data toestimate Uy

— 7
estimate =z = L( %) (& Y: Q: which estimator of py is better?).
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e In the following discussion of this topic, we only consider
the case of s.r.s. without replacement. The case of s.r.s. with replacement
follows analogously. -» remove f('ni\':e populah‘on correction

Example 17 (Comparison of sample mean and ratio estimator, cont. Ex.2 in LNp.4)

e Consider the example of hospital discharges. For the QObserve Data
population of 393 (/N) hospitals and 1 <i < N, let (Xe,Yx) k=1

P':“:;'Q’V — x;: number of beds in the ith hospital (known before sampling) %ﬂﬂ
ghly .

correlated —— Y number of discharges in the ith hospital -
e In this population, For (Xk,Y<)s, same i v
x: unkagwn] 11, = 274.8 (known), gh_h_SQC_al_mLell_ng_ : 4 ;l
;’n:::ey 8| o, = 213.2 (known), as given in LNp 4| e ?
torso| 1y = 814.6.%0, = 580.7.) [Note ok _ e d\b ’
purametprs e~ 5t hor || 1Tl = Facgl] oo

e To compare the preformance of Y and &, it was simulated (check Ex.3,
s?s’:f('l;:%! LNp.15) 500 samples of size 64 (n) from the population of hospitals.
tions Je1® The histograms of this result are shown in Figure 7.6 of textbook.

MSE($)> — The histograms show that the ratio estimator Y YR of My 18 less variable
MSE(Ys)| than the sample mean Y .

—O The comparison shows the ratio estimator Y p is effective at reducing

variability = Y g is a more accurate estimator than Y . <-always true ?

Ch7. p.54
e Q: Why is Y g better than Y in this case? I the line withl_—
e An explanation. Check the scatterplot of 2500 SIOPe::_tg_
(xz,yl) for the 393 hospitals in the popula- 000} a .
tion (Figure 7.5 of textbook) and consider a — & Voo _9 Ry 0
random sample (X, Y:), k=1,...,n. Yeli | (o gh. _—
What (f — the population correlation pg, = 0.91 is| 8146 A 6’ - : fuhieﬁl.me
— B (unknown)|5Of [ v B i
X<Mx? high = a hospital with a large z; tends 7 |y Mx slope R
to have a large y; —_— 0 10w
ﬁ e B . 2748 | "¢ =X
) if X > u,, the sample over-estimates the (known)
‘l/s Y-V-J humber of beds Uz, and probably the number of discharges as well, i.e.,
MR probably ¥ > 1.~ "-extra information R=Y/x = Yo/ u,
_t_ f _ for this sample, multiplying Y by Fz decreases Y to Ypg, which
Uy <y - X o
i might be closer to p, than Y . <1 Y(“V;()
Since Y g = = po B R, we have E(YR) e E(R) and Var(Y g) = p2 Var(R). Under
a known —— ——
constant) S-I-S- without replacement, Thmib (Np 48) ,—nol: unbiased L Thmi7
e the approximate bias of the ratio estimator Y YR of Hy is (WNp 49)
Bias(¥2)* B Thmib (LN 48) — 1 o1 ] ,
~0(n=R) E(YR) — py = ptz[E(R) — ray] = n (1 TN 1) X — (Tay0y — Poy0a0y) ,
r

Bias(R) = t My J 14
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e The approximate variance of the ratio estimator Y i of Ly i8 6':, y |
— 1 -1 —
=Var(YRg) = IU’$2B Var(R) ~ — (1 - Xf 1) (7"3253/03-1-02—27“3311 pxyaxay) <
— n —_— —
A __?

Proof: The results follows directly from the formulas for the approximate mean

and variance of R given in Thm. 16 (LNp.48) and Thm. 17 (LNp.49).

=

y variance ratio _estimator
_rx5>o Q: When will the ratio estimator Y g be better than the MSE = Vi r + Bigs™
:i [ ' ordinary estimator Y , i.e., Var(Yg) < Var(Y)? O(n™)~ l""’O(ﬂ-z)
24 2
- _ — o —1
Yo 5“ e The ordinary estimator Y has variance 027 =Var(Y)= -2 <1 — ]7:} 1> <
S n —
Ux - (Thm. 3, LNp.18) and T
9'0)_ el ( 2 2 ’ )— %8 1 n—1 2y
Yoz Y(_:) 0%, 0% = Var(Yr)—Var(Y) = - 1-— N1, (T2y0% — 272y Poy0z0y).-
e"‘$>° e The ratio estimator Y Y g has a smaller variance than Y if
£
Fxy<O L 5 <ol ets-bl gy >
o — 2TpyPry020y <0 & 15 Toy Ox < QTwy Pay Ty
SleY L &y o <1 0 1
'-‘-\;R' ’ % (%) (%) — % (‘C_Vf) 0, provided that ry, > 0,
X Ux - S
(o,0 pﬂ 1 7 T 1 O\ .
v K
(free of|uait)) where C'V, = 0, /u, and CV, = 0,/p, are the coefficients of variation.
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