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h .29
* Normal approximation to the sampling distribution of sample mean pecau_p

We have | g: without knowledge of the population distribution Fy ~<+(nknown
known how to further characterize the sampling distribution F-<{shape=?

:EQ‘—:;.“] of X in addition to its mean and variance? X
=0, |o Advantages if we (almostly) know the shape of F? Y

>0 - accurately evaluate P(error € (a,b)) ~ ? o M
(Note. error = X — 1)

Rccoll.
( Thm4 Theorem 12 (central limit theorem, CLT, for i.i.d. case) SR.S with repl.
LAp 20) ——— L
Suppose that X1, Xo,...,X, are i.i.d. r.v.’s and have common mean y and vari-

ance 0 < 02 < co. For the sample mean X,, = L Zk 1 Xk, we have E(X ) = W,

() 02 = Var(X,) = 0?/n, and for any fixed value 2, <—‘ﬁ! °f| B2, Asmall
KCdfOf x" ~M  shape of Eo) ‘____‘__’var(x)

= shape of g — o\ o~ n0rmal pdf°
e SE| ) (frepe n large
— . to a_ . ]
Xn standardization “>Var(%)

> 4 ¢
. L . (Cdf)'ﬁ'ﬂ»en.

as n — oo, where @ is the cumulative distribution function mean=0,var= 1
of the standard normal distribution N(0,1). That is, X, ~ N (p, 02 o°/n). |shape

(cf.) Law of large number (LLN) guarantees that X, £, p and s2 Lo fI_Bglgq
~180

as n — 00, i.e., X, and s are consistent estimators of y and a , respectively.

Ch7, p.30

Theorem 13 (central limit theorem, CLT, for s.r.s. without replacement)

In s.r.s. without replacement, (1) X;, Xs,..., X, are not independent, and
(2) there is no reason to have n — oo while NV remains fixed. But other CLTs
are still appropriate, e.g., O« n<<N
If n is large, but still small relative to IV, CLT:l Lo without ~ with
then X, is approximately normally dis- (G/r)tll-ﬁ'—' not
tributed with mean p and variance o “ (check graphs in Ex.3, LNp.15).

Application 1 (CLT application on estimation error of population mean)

Skastl p(|Xa u\<5)—P( <Xy op<d)=P(-— < FnThc O

Shndar o W' I= Q‘ ‘gzz L e | O-yn O-Yn O-Yn

v N 5 | 5 A\ ) usually unknow

+8 |+ 267 19063 *Lbkcy 2168 Q(Q) —9(—:) :gg(g) -4  plfos

® |o95¢| 0950 0.900 0685 = 2 - NG, 1)
e Note. For the cdf ® of N(0,1), ®(=2) =1 — ®(2). ) - ’52 1-§z

e Consider the population of 393 hospitals and s.r.s. without replacement.

x x: unknown
— |l . . ;
o Forn=164, Xog=——/1—— :x589 T 1= 83 5. |in sampl
— X /n —1 8 392 survey
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D¢ x: unknow
5 A 2[1—<I> 100/67.5 ] =2 x 0.069 = 0.14. Y
| N(o.63) = ®(100/67.5) X f iaing
e Among 500 samples of size 64 (Ex.3, LNp.15), 82 samples (or 16.4%)

e Apply CLT to approximate the probability that the sample mean X differs
from p by more than 6 = 100

P(\Y—u!>m):2xP(7—u>m)=2xPi >
—— O~

X

100

b S
ox

differed from p more than 100. . np ~ binomial (with) or hypergeometric (without )¢

Example 10 (estimation error more than 9, dichotomous z;,’s, cont. Ex.8 in LNp.27)

e sample size n = 50, true*p = 0.654, standard error of P isxaﬁ = 0.064. estimate

e From the sample in Ex.8, estimate of p is p = 0.52 and’Tﬁ — p| = 0.134, the
probability that the estimator will be off by an amount this large or larger

is — = Recall. Normal approximation]
estima{:or-—Lp p\ > O 134) = (]p p\ b 134) = hmﬂ(.'erllaﬂ

0.134
1— P( |1’f‘ P < ) ~ 2 [1 Iy (2.094)} — 0.036.
Op Op
N(©.1)S—~ =L = % unknown
e We see that the sample was rather “unlucky” — an error in sampling
this large or larger would occur only about*3.6% of the time. surve

=

F’Note In a sampling survey, o

o? (or a% ) is not available because F{y remains
- (a3
2

cd§ of (X-uY/sz

unknown. We can substitue 32 for o n — b

e For a random vector X =
—

P <z)—®(2) asn— .
and a similar CLT still holds, i.e., o S% o with
(0.1)8‘ !—_nﬂ—__'{((b) without
Ch7, p.32
Definition 11 (interval estimator, coverage probability, interval - Why construct

estimate, confidence interval, and confidence level)

o

confidence interval ?

., Xn), an interval estimator of a param-

Data

eter # with coverage probability 1 — « is a random interval

A A

(0L(X), 0y (X)),

Repeated construction of
95% confidence intervals

Where

ﬂ 's l s&tlsﬁcs (r-V.IS-)J riterval True value of u
: _d 1. 01(X), ( ) are functions of data only, number Y
cnlls e
y A not - covere B
% 2 ) < o). oo, (poiiy) 850 |5 B e
. : iterval | v ———-
estimator| 3. _B(Q (0.(X), (X)) =1 —&. estimabes g Ezi e

containi i —
e If X = x is observed, the interval %‘ ‘\‘ (1(33 —— et
observed A - either cmtems_iﬂ____ L —
data (0L(x), 0U (X)) * or not, i.e., proability of . . .
is called an interval estimate. ‘“t:;&m—u (% (1000) °

e The 100(1 — )% is also referred to as confidence level.
0%+ P95% —~ 99%
e Note. The « is usually assigned a small value, e.g. 0.1, 0.05, or 0.01.

The term “100 x (1 — a)% confidence interval” (C.I.)
is used to denote either an interval estimator with coverage
probability 1 — « or an interval estimate.

54' rificance
level  in
testing

CY.

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 3875, 2018 Lecture Notes

Ch7, p.33

Application 2 (CLT application on the construction of confidence interval for L)
e For 0 <a <1, let 2(a) be the (1 — a)-quantile of N(0,1), i.e., z(a) is the

Guam‘-'”e' number such that the area under the pdf of N(0,1) to the right of z(«) is o
ﬁfﬁ-éi and ®(z(a)) =1 — a. Notice that 2(1 —a) = — z(a). pdf of Nﬂ))

- e For Z~ N(0,1), P(-z(a/2) < Z< 2(a/2)) = 2(2(a/2)-
So that e cal—n‘_‘, é(z(u/z))-L. —2(a/2)) =2x ®(2(a/2)) -1 =1-q.

construct C.1 - o2

%_ D
e Because X, = (M’UY ) by CLT, we have
%% - 4 — =L@~ ysuglly unknown , assume known here

= (asymptotic X, — 2Nz
,eé& piyvo'l:al ) P<_Z(a/2) < ~ < Z(a/2)>& e =20 Z(x)
=NOD | guantity |ifoikmown  TXn o 8 Neo.1y 2h e

* — e
pag | LFAS P (X —sla/by, < 4 < Ko +2(a/2bx, ) 21-a

LNp. 2§

e The probability that u lies in the random interval formed by data: [x: unknown]

check Def.11,1,2,3 in INp.32—> X, + 2(0/2)0  [replaced by Sz g;rs::;' b

is = 1—q,ie.,itisa 100(1 — a)% (asymptotic) confidence interval of p.
e Recall. A function Q(X, 0) of the data X and a parameter, say ¢, of interest
is called a pivotal quantity for @ if the distribution of Q(X, ) is irrelevant

to all parameters. a rv., but not a stakistic —

Ch7. p.34
Note 9 (Some notes about confidence interval)

e In a sample survey, o5 is unknown. In the case, sy (or 52, respectively)

2

can be substituted for o (or o7, respectively) if the sample size n is large

TBp3381y €noush, say n > 25 or 30 30 by a rule of thumb.
é Recall: duality between confidence interval and hypothesis testing.

— Suppose for every parameter value ), there is a level-a test for
Hy:0=100 vs. Hpyp:0# 0.

Denote the acceptance region of the
a set{ of test by AR(6p). Then, the set I -{ confidence interval
. A

’52732‘2*” —C(X) ={8|X € AR(0)}
is a 100(1 — a)% C.I. for 6.

can ysel _ guppose C(X) is a 100(1 — a)% C.L acceptance
C.L fto for . Then, an acceptance region I @
perfo for a level-a test of Hy: 6 = 0 is Hy: 6= vs.
a test — =" 7"3 H,: 628,
AR( ) = {X ’ 90 € C( )} pivotol 3uanbéy i u <2(@)
e In a sample survey, for the population mean p and the hypotheses |;, '-Np 33

Ho: p= po vs. Ha: p # o, a test at (aymptotlc) significance level o l_f
rejects Hy if dlm -l  snown v

L’_jﬂ /UX > z(a/2) ~scale marked on a ruler
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e Many confidence intervals have the form: ’9‘
estimate + [critical value] x [(estimated) standard error] E——

= C.I. combines information of estimate and (estimated) standard error
e The width of a confidence interval often depends on:

— n : sample size For example,

n T, width | consider the C.I.:
— o: population standard deviation -
— - X, £z(a/2) X o% S
o T, widthT [eg,use previously Aa/2) =<3 :_-J
collected o

— 1 — a: confidence level ; : = X, t2(a/2) x —
. information

(1—o) 1, width T Aof population|

e If o is fixed and ¢ is (approximately) known, n can be chosen so as to obtain

confidence intervals close to some desired length=>j.e., use estimated st.e. to

= a common way to determine an adequate survey sample size n determine i

Example 11 (repeated construction of confidence intervals, cont. Ex.2 in LNp.4)

e 20 samples each of size n = 25 were drawn from the
population of hospital discharges (N = 393).

S

e From each of the samples, an (approximate) 95% con- ‘ H\

— 814.6 | ‘ “
fidence interval for p was computed and displayed in T |
Figure 7.4 (textbook).

e On average 5%, or 1 out of 20, would not include f. gi'n ;‘:ﬂcj C

Example 12 (construction of confidence intervals for 4, 7, p)

e A particular area contains 8000 (population size N) condominium units.

e To understand the numbers of motor vehecles owned by the units, a s.r.s.
without replacement of size n = 100 was drawn. \— Xi, i=1., 8000

e The sample yields that ,»Data: X, -+, Xioo paramei'er——a

— the average number of motor vehicles per unit is X = 1.6, sstivate 2.%9

z — with a sample standard deviation s = 0.8.4 §2 estimates population
Sx estimates| o — variance
thevamiancel ~° . _ 5 ;" _ U° /i N _ 08.->shows accuracy
of X X n N /100 8000 T of X
e When a = 0.05, we have z(a/2) = 2(0.025) = 1.96. Therefore, a 95% confi-
dence interval for the population average p is an interval estimate :
C1. combines | % 4 1.06 X o — (1.44,1.76)« @ collection of many
2 information - w,,},—p_,_X possible i’s

e For the population total 7 = N y (i.e., total number of motor vehicles owned
by the 8000 units), - parameter

— an estimate of 7 is T = N X X = 8000 x 1.6 = 12,800,
— with an estimated standard error ST?M X 8% = 640.->Shows accuracy_
T
e So, a 95% confidence interval for 7 is /-3000¥(an.£76) 5T
T +1.96 x sy = (11,546, 14,054) «-an interval estimate
I —

Why ? 4
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e In the sample, 12% of the 100 (n) respondents said that they plan to sell
their condos within the next year.-» dichotomous data
e For the proportion p of 8000 (/V) units whose owners were planning to sell

the units in next year, \~ parameter chows accumcy of B
— an estimate of p is p = 0.12, A |
— n
08)] with an estimated standard error s; = \/ Voot YT N = 0.0
’--n{:erval

e So, a 95% confidence interval for pis  p +1.96 X s5 = (0.06,0.18)° estimate
(® A 95% confidence interval for the total number (=N xp) of owners planning
i gell i (N p) + 1.96 x (I sp) = (451,1469).«if this too wide

Example 13 (sample size determination, cont. Ex.12 in LNp.36)
e Suppose a 95% C.I. of Np with a half~-width of 200 is desired

(cf., original half-width: (1469 — 451)/2=509). (W’g’ e yngedo,*hf"

e For a sample of size n*, half-width of 95% C.I. of Np, neglectmg the finite
population correction (1 e., treated as s.r.s. with with replacement), is vy
previously “1oo

% Reading: textbook, 7.3 <<N=8000]

200
ENQ ]
P
%'Sé:%oﬁi:j ? 1.96 x (Vs ) 1.96 x N \/ p(1 —P)/ 5095 collected = b.51&
e N mformahoo 50912
= "*"( 200 )

Lecture Notes

e Setting 5095/+/n*=200 and solving for n* , 5

we have n* = (5095/200)? = 649 (cf., original sample size n: 100) °</J"‘
—
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