NTHU STAT 3875, 2018 Lecture Notes

Survey Sampling ZE=EacFs

» What is survey sampling? (cf. census surveyje~ g _{: Insome cases,

it can be difficutt
e understanding the whole by a fraction (i.e., a sample) to identify or
determine.
pol:]
42 Q: What is the
population > population
to survey?
r —_— —_— —_— —_— —_— —_— I
quantity of interest | @ , IV: population size
x; =1, ..., N. .
univariate guantitative @ @ a sample of size n:
| | — I I | a subgroup of n members
T, can be numerical or | ® & o (n < N)
categorica d-guah | egualitative | e o o | i

* Multivariate — e e = = Q: Which n members should

(@, Ty s ) ) be included in the sample?
=1, ..., N. a unit/member .
— 1.e., how to produce a
(each labeled .
— representative sample?
by an integer)

— (M) possible samples

Ch7, p.2

Definition 1 (survey sampling)

A technique to obtain information about a large population by examining
only a small fraction of that population.

Example 1 (Applications of survey sampling)
antit g—member

=~ .

e Governments conduct health survey gf human populations. |®: What is

guantity (numerical) the possible
ty ca ﬁ

e In agriculture, estimate total acreage of wheat in a stat population?
by surveying a sample of farms. populah,ouj
member —%——member

e Sample records of shipments of hoursehold goods by motor carriers to
evaluate the accuracy of preshipment estimates of charges, claims for

damages, and other variables. [multivariate}l” lation : all
damages prables (BERTE] [
e To control quality, the output of a manufacturing process may be sam-

led in order to examine the items for defects. lation :
P member —% +uantity | ’:P:abch of
guantity ~ £ membey (categorical) | 1oms

e During audits of the financial records of large companies, sampling
techniques may be used when examination of the entire set of records

is impractical. popula'l:ion——-‘}
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Ch7, p.3

 Population and population parameters

Formulation and some notations.
o N:
® I,Ta,...,

population (z;: value of the member labelled by )

size of the population (assumed known) Z'
2LLE LOLSAT T
oy
I

|

xy: values associated with members of the

— example of numerical x: age or weight

— example of categorical x: values 1 and 0 denote the presence and
absence, respectively, of some characteristic such as gender

,rn may not be distinct Values)4__.|
zy. Denote these

(Note. 18019 I35 5 o o

e Suppose that there are m distinct values in 1, xo, . . .,

distinct values by (1, (o, - -+, G (WLOG, assume ¢; < (o < -+ < ().
e Denote the number of population members »
that have the value (; E : = 'Rﬂf Ly e
] YE,Z?]_ yeeey M ofF'o N N N
e The proportion of population members G GG - Cn

with value (; is n;/N (cf., a distribution of a random variable).

o Let Fy be the distribution that assigns probability n,;/N on (;, for
j = 1,...,m, called population distribution. (Note. F; can be
known only in a census survey. It is unknown in a sample survey)

Y15

< pm{

o A histogram of these 1, o, ...
—

Example 2 (A survey of hospital discharge, [Herson, 1976])

e population: N = 393 short-stay hospitals R Y
1 ¢ 4 JH|patiens
e 1; = the number of patients discharged I J; cf\ 4l dischatged
from the 7th hospital during January 1968 e .
t—i=1.2.-,393 I G

, TN 1s given Note. This histogram

in Figure 7.1 of textbook. =N
(Note. x1,zs,...,zy are known here)

unknown in samplmg -— ~pm§) “L

e A histogram is a convenient graphical _
representation of (the pmf of) Fp. S

wp 1S wnknown in Sampling

= Fo
(skewed to right]

— For example, this histogram indicates =
about 40 (40/393~10%) hospitals
discharged from 601 to 800 patients.

AN

Definition 2 (population parameter)

A population parameter 6 is a value that describes some numerical charac-
teristic of the population distribution Fy (e.g., ¢ = mean or variance of Fp).
When Fp is unknown, the parameter 6 is a fixed but unknown value.

0 can be estimated from a sample of data
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Definition 3 (Some population parameters that are often of interest)

® population mean (mean of [p): p = ( = )/ﬂ = ( > @jzl (G )/ﬂ
e population total: 7 = m1 niG;=Np | = Z;nzl (n;/N) G

) populatlon variance (variance of Fo) pmf of FO"T

alternative 1
*center”

Lecture Notes
Ch7, p.5

=> S ) .
parameter : =1 % =
median | — 3 useful 1dent1ty: pmf of Fo
1 20
Note. o = N(Z]il 22 — 230 | i +N;u2)
4.,t. 66

t N 1 N o 500 000 1500 )0 (il) 3000 3500
are T"’ x? — INu® + A | — p?
values ¢(n a (Z 2 ) (; ’ o
sample survey —

(Note. X ~ Fy , Var(X) = E(X?) — [E(X)]?) 6% 6
e population standard deviation (st.d. of Fy): o = Vo?
— 0 is a measure of how spread out, dispersed, or scattered the z;’s are
(Note. o2 also measures the spread of z;’s)
— 0 is given in the same units as are the z;’s and mean g
(cf., o® is expressed in unit squared)

Note 1 (Some notes about dichotomous z,’s)

e In the dichotomous case, z; takes on the value 1 or 0 to denote the
presence or absence of some characteristic. In this case,"_ 2 categories
U= 0x1-p) . . popqlai'ipn pn.-oporfion-ﬁ . .
Yip |~ Fy is Bernoulli(p) distribution, where p is the proportion of mem-
=p| bers in the population having the particular characteristic
O 11 = p, since each z; is either 0 or 1 Fy
_2 - : J n =n—2
— 02 =p(1 — p), since 2 : —=/-p N
AN ) = X N
Note, In this case,— v — 01
population variance 1 1
s a fusckionof | 07 =+ (chj) —pt = (Zx_) -p'=p-p"
ml@’m mean, i=1 i=1

% Reading: textbook, 7.1, 7.2 lregaired, not optional

» Simple random sampling | Q: Which members should be included in a sample,

when Fo is unknown —

i.e., how to choose a representative sample? ¢—

Definition 4 (random sampling) must be known tefore sampli ng

Each member of the population has a specified probability of being included
in the sample, and the actual composition of the sample is random.
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another | (cf.) Non-random sampling schemes: particular population — Ch, p.7
example, [ hers are included in the sample because the investigator I d Jf g-
nience |thinks they are typical in some way. Such a scheme | ¢ ‘O
SM' e may be effective in some situations, but investigator .« oo !I
N ; ? - .
bab’?ey e cannot (1) guarantee unbiasedness, or biases : e =
is unknown| (2) estimate the magnitude of any error committed I - sampling probability

Definition 5 (estimator, estimation error, bias, unbiased estimator, mean squared error)

Consider a parameter # and an estimator § of 0, where 6 is a fixed but unknown

%) estimation error: 0 — 0 - Q .V. , but always unknoy_m: in A survey sampli

value, and é , a function of sampled data, is a random variable (r.v.)€"’ fmdﬂmsaﬂipllg

(CF e bias of an estimator é E@)—60=E@0-0)
S‘@0 is an unbiased estimator if E(@) —0,ie,E0—0 0) =0 % £(8) 9 9
e mean squared error (MSE): E(0— 0)2 (= Var(d) + [E() — 0]2)

(%) — MSE = variance + bias? ‘-E(O)-I-E(O) ILE{ [9 E(O '| [E®)-8]*
R ]
e Unbiasedness of estimators can be guaranteed & or almast- unbiased !
e Probabilistic bounds on errors can be calculated.

e Other advantages:

— guard against investigator biases
— a small sample costs less than a complete enumeration
Ch7, p.8

— quality of a small data can be more easily monitored and controlled

:|— random sampling makes possible the calculation of an estimate of the
error due to sampling _ 4., standard error of- an estimabor (LNp.12)

— it is possible to determine the sample size n necessary to obtain a
prescribed error level Totuition: [ager n <> smaller error variance

-, 0
- abh

Definition 6 (simple random sampling, s.r.s)
e For a population of size N, each particular sample of size n (n < N)
has the same probability of occurrence. urn process:'

(Recall. random process of drawing balls sequentially from an urn)

e Two versions of s.r.s.:

Iy &g
with replacement: duplicate members are allowed I Il j ] !
* number of all possible samples: N" L : L I
% occurence probability of each sample: 1/N" =(a) = == == =t

N (N-1)x
)’ ceeX(N-n+I)

without replacement: no duplication is allowed

+ number of all possible samples: (V) n! = (N%'n), (o)
+ occurence probability of each sample: 1/((")n!) = % —J

(Note. When the n! permutations of a specific set of n members
are considered identical, we say there are (]X ) possible samples)
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