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Survey Sampling

• What is survey sampling? (cf. census survey) 

a unit/member

(each labeled

by an integer)

population

quantity of interest

xi, i=1, …, N.

• xi can be numerical or 

categorical

• Multivariate

(xi1, xi2, …, xik)

i=1, …, N.

Q: What is the 

population

to survey?

Q: Which n members should 

be included in the sample? 

i.e., how to produce a 

representative sample?

N: population size

a sample of size n: 

a subgroup of n members

(n < N )
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Example 1 (Applications of survey sampling)

Definition 1 (survey sampling)
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Formulation and some notations.

• Population and population parameters
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Example 2 (A survey of hospital discharge, [Herson, 1976])

Definition 2 (population parameter)
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Definition 3 (Some population parameters that are often of interest)

mean=814.6

median=713
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Note 1 (Some notes about dichotomous xi’s)

• Simple random sampling Q: Which members should be included in a sample, 

i.e., how to choose a representative sample?

Definition 4 (random sampling)

 Reading: textbook, 7.1, 7.2
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Note 2 (Advantages of random sampling)

Definition 5 (estimator, estimation error, bias, unbiased estimator, mean squared error)

: xi
: sampling probability
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Definition 6 (simple random sampling, s.r.s)
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Some probabilities in s.r.s. scheme.
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Statistical modeling of data collected from an s.r.s. of size n.

Note 3 (Some notes about s.r.s.)
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• Estimation of population mean (and population total)

Definition 7 (statistic, sampling distribution, estimator, estimate, standard error)
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Definition 8 (sample mean)

Note 4 (Some notes about sample mean)

Example 3 (sampling distribution of sample mean, cont. Ex.2 in LNp.4)
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814.6

814.6
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µ = 814.6
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Theorem 1 (expectation of sample mean)
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Note 5 (Some notes about the st.e. of sample mean, with replacement)

Theorem 2 (variance of sample mean, s.r.s. with replacement)
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Theorem 3 (variance of sample mean, s.r.s. without replacement)
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Note 6 (Some notes about the st.e. of sample mean, without replacement)
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Example 4 (st.e. of sample mean, cont. Ex.2 in LNp.4)

Theorem 4 (mean and variance of sample mean for dichotomous xi’s)
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Theorem 5 (mean of population total estimator)

Example 5 (st.e. of sample mean, dichotomous case, cont. Ex.2 in LNp.4)

Definition 9 (estimator of population total)
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Theorem 6 (variance of population total estimator)

• Estimation of population variance

Definition 10 (sample variance)

Theorem 7 (expectation of sample variance, s.r.s. with replacement)
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Theorem 8 (expectation of sample variance, s.r.s. without replacement)
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Note 7 (Some notes about the expectation of sample variance)

Theorem 9 (unbiased estimators of σ2 and the variance of sample mean)
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Theorem 11 (unbiased estimator of the variance of population total estimator)

Theorem 10 (unbiased est’ors of σ2 and variance of sample mean, dichotomous xi’s)
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Example 6 (estimate population mean, cont. Ex.2 in LNp.4)

Example 7 (estimate population total, cont. Ex.2 in LNp.4)
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Example 8 (estimate population proportion, dichotomous xi’s, cont. Ex.5 in LNp.21)
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Note 8 (A summary of parameter estimation in s.r.s.)

random sampling estimate

fixed

random

unknown

known

census

similar?
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• Normal approximation to the sampling distribution of sample mean

Theorem 12 (central limit theorem, CLT, for i.i.d. case)
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Theorem 13 (central limit theorem, CLT, for s.r.s. without replacement)

Example 9 (probability of estimation error more than δ, cont. Ex.2 in LNp.4)

Application 1 (CLT application on estimation error of population mean)
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Example 10 (estimation error more than δ, dichotomous xi’s, cont. Ex.8 in LNp.27)
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Definition 11 (interval estimator, coverage probability, interval 

estimate, confidence interval, and confidence level)

Repeated construction of 

95% confidence intervals
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Application 2 (CLT application on the construction of confidence interval for µ)
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Note 9 (Some notes about confidence interval)

X (data)

θ

acceptance 

region of 

H
0
: θ=θ

0
vs. 

HA: θ≠θ
0

confidence interval

X
obs

θ0
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Example 11 (repeated construction of confidence intervals, cont. Ex.2 in LNp.4)

814.6
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Example 12 (construction of confidence intervals for µ, τ, p)
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 Reading: textbook, 7.3

Example 13 (sample size determination, cont. Ex.12 in LNp.36)
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• Estimation of a ratio population

quantity of interest

(xi, yi)

i=1, …, N.

Some notations of the population
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Definition 12 (Some population parameters that are often of interest for F0)
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Example 14 (Applications of ratio estimation)

Statistical modeling of (x, y)-data collected from an s.r.s. of size n.
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Definition 13 (some intuitive estimators of parameters of F0(x, y))
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Note 10 (Some notes about the mean and variance of R)
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Theorem 14 (δ-method, propagation of error)
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Example 15 (Application of δ-method on the mean and variance of g(U, V)=V/U)
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Theorem 15 (Covariance of the two sample mean)
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Theorem 16 (approximate mean of R)

Note 11 (Some notes about the approximate mean of R)
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Theorem 17 (approximate variance of R)

Note 12 (Some notes about the approximate variance of R)
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Definition 14 (an intuitive estimators of the standard error of R)

Theorem 18 (asymptotic sampling distribution of R)
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Example 16 (estimate population ratio rxy)
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• Ratios used for estimating population means (and totals)
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Example 17 (Comparison of sample mean and ratio estimator, cont. Ex.2 in LNp.4)

814.6
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814.6
(unknown)

274.8 
(known)

Theorem 19 (approximate mean, bias, and variance of the ratio estimator)
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Note 13 (A note about the approximate variance of the ratio estimator)

Ch7, p.56

Definition 15 (estimated standard error of ratio estimator; C.I. based on ratio estimator)

Definition 16 (coefficient of variation)

Note 14 (Some notes about coefficient of variation)
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Example 18 (Comparison of sample mean and ratio estimator, cont. Ex.17 in LNp.53)
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Definition 17 (ratio estimator of population total τy)

Note 15 (Some notes about the ratio estimator of population total)

 Reading: textbook, 7.4
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• Stratified random sampling

population

a stratum: 

a sub-population (subset) 

of the N members in the 

population

the population is 

partitioned

into L strata

Some notations for stratified random sampling
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Definition 18 (Some population parameters that are often of interest for F0 and F0,l)
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Theorem 20 (some relations between the parameters of population and subpopulation)
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Definition 19 (Stratified random sampling)

Theorem 21 (Q: how many different possible samples? how many s.r.s are excluded?)
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Example 19 (Applications of stratified random sampling)

Note 16 (Advantages of stratified random sampling)
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Definition 20 (some intuitive estimators of the parameters of population and stratum)

Statistical modeling of data collected from a stratified random sampling.
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Theorem 22 (mean and variance of the stratified estimator of population mean)
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Definition 22 (estimated standard error of the stratified estimator of population mean)

Note 17 (Some notes about the mean and variance of the stratified estimator of µ)
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Theorem 23 (mean and variance of the stratified estimator of population total)

Example 20 (stratified random sampling, cont. Ex.17 in LNp.53)
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• Methods of allocation in stratified random sampling
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Theorem 24 (optimal allocation of the sample size n in a stratified random sampling)
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Note 18 (Some notes about the optimal allocation scheme)

Definition 23 (optimal stratified estimator)

Theorem 25 (variance of the optimal stratified estimator)
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Definition 24 (Proportional allocation and its stratified estimator)

Note 19 (Some notes about the proportional allocation)
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Theorem 27 (variance difference between the optimal and proportional allocations)

Example 21 (optimal and proportional allocations, cont. Ex.20 in LNp.68)

Theorem 26 (variance of the stratified estimator under proportional allocation)
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Example 22 (comparison of optimal and proportional allocations, cont. Ex.20, LNp.67)
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Note 20 (Some notes about s.r.s., proportional allocation, and optimal allocation)

Theorem 28 (variance difference between s.r.s. and proportional allocation)
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 Reading: textbook, 7.5

 Further reading: textbook, 7.6 (systematic sampling, cluster sampling, practical difficult)


