NTHU STAT 3875 Midterm Solution

1. (18pts)
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we can obtain ¢; = St (25 — A), i = 1,...,n, from (I). That is, we have
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2. (30pts)

(a) (4pts) Notice that the population variance o7 equals Var(Y1) = Var[f(X1)].
Since E(Y1) = E[f(X1)] = py, and the pdf of X; is 1/2 when —1 < X; <1
and 0, otherwise, we have
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(b) (6pts) Because I(f) =Y is the sample mean and Yy, ..., Y, is a with-replacement
simple random sample, the standard error of I(f) is

Ticpy = \VVar(Y) = \/Var(Y1)/n = o;/v/n.

Since the population variance U]% can be estimated by &]% =

standard error Oj(p) can be estimated by
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(c) (4pts) By the central limit theorem and the law of large number, we have
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when the sample size n is large. The resulting 100(1 — a))% confidence interval

of I(f) is
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where z(a/2) is the 1 — («/2) quantile of N(0,1).

(d) (12pts) Let [ =1 and [ = 2 represent the strata [—1,0) and [0, 1], respectively.
It is clear that for the two strata, their stratum fractions W;’s are 1/2. Denote
the subpopulation mean of the [th stratum by py;.

e Case (i). When f(x) = 22, from (III), we can obtain that

— the population mean and variance are
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— for the first stratum [0, 1],
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Therefore, Var(Y) = 72— and Var(Ys) = 2(3 x 7t + 5 X 1£) = 1. Because

the relative efficiency is 1, this stratified random sampling cannot produce a
more accurate estimator in this case.

e Case (ii). When f(x) = z(x — 1), from problem (III), we can obtain that

— the population mean and variance are
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— for the first stratum [—1,0),
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— for the first stratum [0, 1],
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Therefore, Var(Y) = 12 and Var(Ys) = +(3 X 343 X 155) = 105, Because
the relative efficiency is % ~ 2.4516 > 1, this stratified random sampling
can produce a much more accurate estimator than the simple random sample

in this case.

(e) (4pts) In the optimal allocation, the subsample sizes ny and ns for the two strata
are proportional to Wios; and Whoo. Therefore,
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and n; = L8 xn, ny = - x n.
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3. (14pts)

(a) (5pts) When « and o are fixed, the length of the confidence interval is propor-

tional to 4/ % + % The solution of minimizing * + + subject to the constraint
n m

n +m = N gives the confidence interval with the shortest length. By substi-
tuting m = N — n into % + %, we have
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which is minimized when n = N/2. The answer is n = m = N/2.

(b) (3pts) When « is fixed, the power fa increases along with the increase of
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ing % + % subject to the constraint n +m = N also gives the most powerful
test. The answer is also n = m = N/2.

Because ux, iy, o are fixed parameters, the solution of minimiz-
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(¢) (6pts) The solution of minimizing Z* + 2= subject to the constraint n+m = N
gives the confidence interval with the shortest length. By substituting m =

2 2
N —n into UTX + %Y, differentiating it with respect to n, and setting it to be 0,

we have
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The answer is n = - fgyN and m = UngyN . The population with large

population variance should be allocated more subjects, and the optimal sample
sizes should be proportional to the population standard deviations.

4. (20pts)
(a) (8pts) Using the hints, we can get
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Because X ~ N(0,1), Y ~ N(1,1), and (X, Y) are independent, we know that
Y — X ~ N(1,2) and S~ ~ N(0,1). Since 7 = P(X >Y'), we have

w:P(Y—X<0):P<w —i>=®(—%),
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E(Wyx) = E(Ux) +
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(b) (12pts) Using the hints, we can get

Var(Wx) = Var(Ux) = Var (Z > Zij> => D> Cov(Zy, Zn).

i=1 j=1 i=1 j=1 k=1 [=1

For the value of Cov(Z;;, Zi;), we need to consider the following four cases.

e If i = k and j = [, then Couv(Z;;, Zy) = Var(Z;;) = n(1 — w). There are n?
covariances of this case.

e Ifi # k and j # [, then Z;; and Zj,; are independent so that Cov(Z;;, Zy) = 0.
o If i =Fk but j # [, then

Cov(Zij, Zn) = E(ZijZw) — E(Zy)E(Zy) = E(Zi;Zy) — 7.
Because
E(Zngzl) = ].XP(XZ > YJ and X; > }/l)‘i‘OX[]_—P(Xz > }/J and X; > n)] =T,

we have Cov(Z;;, Zi)) = 7 — m* when ¢ = k but j # [. There are n*(n — 1)
covariances of this case.



e If i # k but j = [, then similarly, we can get Cov(Z;;, Zi;) = 7 — w%. There

are n?(n — 1) covariances of this case.
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Therefore,
Var(Wx) = n?m? + 2n*(n — 1)(17 — 7%) = 2n*(n — 1)7 — n*(2n — 3)7?%,
where 7 = @ (—1/v/2).
5. (18pts)
(a) (2pts) Because the joint pdf of the data Xi,..., X, is
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the log-likelihood functlon is
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(b) (10pts) Because log(A) = sup,, log(L)—supg log(L) = sup,, I(11, 0?)—supg (@, 02),

and
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(c) (6pts) The likelihood ratio test rejects Hy when A (or log(A)) is small. Because
on (X — ) YL (X = X+ X — po)?
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the likelihood ratio test rejects Hy < Z—; is large < 2 is large < |t] is large.
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