NTHU MATH 2820, 2025 Lecture Notes

@ Ch9, p.52
e [s it appropriate to use the test statistic in Ex. 7.20 to test the Hy and
H, in Ex. 7.247 How is the opposite?

e For same data set, which of the tests in the two example would be
expected to have smaller p-value? Why? (i) 8 €(q2,\6 ()8 €Ng2o\ 2724

Note. If one has a specific alternative hypothesis in mind, better power can
be obtained by developing a test against that alternative rather than against

a more general alternative. 5
% Reading: textbook, 9.6 @

« Some concerns about hypothesis testing P45 of % - 4"‘12”'3%
o -: Suppose modeling is correct. For size | siz
Hy: 0=0 Ha 049 s &3
0: 0 =100 vs. Ha: 0 # 0 sim) | /,
r when Hj is not rejected, does it mean we accept 6 = 65?7 | > 2o
‘:’ u“'g eg: Yi,...,Y, ~ N(u,0?), o known, Vo= 10. nutreject—._,fl) L\Lﬁzz
A% g N —_— \ K
2 — ,ur ~ 0, but not zero, reject Hy if Yioooo=1, re&ect—-‘" 1 S
Y -0 v X5 o _ \/7_ 5
| e V] > e g =eVar(@), low  hgh_
Ist L3334
expit:  Consider the two cases: ?-ﬂdf\?"”*i (
vobragect (1) =10, and (i) n=10000. rejec N
<:I Ch9, p.53

Note: this is why we prefer not to say

“accept H,)”,
but rather 0

“sample size is not large enough to reject H,”,

O @ Ho is true o ) ’
® i:Formction not enough fail to reject H,

e When sample size n is large enough, it is very possible that almost every

tests are significant (i.e., Hy rejected).

= 28°C,

example: average temperature yesterday:

i
average temperature today: pe = 28.001°C,
M1 — U2 = 0.001°C.

Test Hy : 1 —po =0 vs. Ha : p1 — po # 0. The null p; = po will be

easily rejected if n is very large.» 4l & M2 are (statistically) significantly different.
e Statistical significance may be inconsistent with practical /physical signif-
icance. (example?e~— (Can ou feaf'y’fagl" the 0.001°C difference ?
- .: what causes the inconsistency? To claim significance,

isi different
[msof-pstatistical standard < > physical standard

T

— for datasets with large n, easy to get statistically significant results
for 0;’s (e.g., every Hy:6; = 0 rejected). But, the magnitudes of

some 6;’s may be small (i.e., 0; ~ 0) = not physically important.
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Ch9, p.54

< Check Question 7.2.
in LNp.2

* duality of confidence intervals and hypothesis tests

Example 7.25 (Normal mean, TBp. 337)

o Let Xy,..., X, beiid. from N(u,oc?), where p: unknown, o%: known.
e Null and alternative hypotheses: [—_—P“’“'"d’e" Mo can be set
v
Ho:p=go vs. Ha:p# po fﬁ%.w
e Test statistic and rejection region: rejects H for
N(o ) Y | Check
‘;I;‘;: +n | i,l'/()l > ) . G EX.?’Z(LNP:V)
2. 1 B B Ex.7.15 (LNp.34)
e The zg is determined by

~Nue ) p (X - ) - L9 o)
underH: 2 |_% M0‘>x0 Hy a = I \/ﬁZ(Oz/Q)

v e Thus, the test accepts Hy : = po when

!7 - ugl < T z(a/2). <= acceplance reguon,(AR) -
. Cy.
= P(AR'HQ)Zl—Oz. Ony szmhonogcovﬁdmml:ewaln —
( ; | [
& Pl X——=2(a/2) <po < X+ —=2(a/2) u:uo>—1—a.
AL AL — N
@ Ch9, p.55

e On the other hand, a (1 — ) x 100% con- Check ibem 3,LN.Ch8, p 8|

fidence interval for pu is data space —s 7 (tost statistic)
0} j N 1 confidence interval |
X — —2z(a/2), +—z(a/2) TN

AL AL

e Thus, i lies in the (1 — ) x 100% confi-
dence interval if and only if the level-ar test acceptance
ts Hy : = . region of
accepts Ho : j1 = pio e
In general, H,: 28
6 : parameter of a family of distributions AR(Go) cgll:;rm'-md
Q : the set of all possible values of f (parameter space) guantiby

Theorem 7.8 (TBp. 338)

Suppose for every 6y in 2, there is a level-a test of the hypothesis
H()Ig:@o VS. HAIQ#HO
Denote the acceptance region of the test by AR(6y). Then the set

CX) = { IX c AR(0 )}._F—defmo:%;enca region

is a (1 —a) x 100% confidence region for 6. accg)bance m3?0¢
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Proof. First note that [—L, level & test) Cho, p.56
P(XEAR(QO)‘ p=6)1-a
This implies that Note. X e A(6o) <= C(J)_(); > Gi/J random

Foray 6+ P (0 € C(X)[0=00) = P (X € AR(6) | 0 =6) =1 -«

Theorem 7.9 (TBp. 338)
Suppose C(X)isa (1 — a)x100% confidence region for §. Then an acceptance

region for a level-« test of Hy : 0 = 6 is ‘J—defme accestnnce region

in teems of
AR(6) = {.X_ ‘90 €l (29} confidence region

Proof. L.
P(AR|H)—T=F (X € AR(6o) l 0= 90) =P (90 e C(X) l 0 = 90> Y1 _ .

e Theorem 7.8 says that a (1 — a) x 100% confidence region for € con-

sists of all the values of 6, for which Hy : 6 = 6y will not be rejected at
level a.

e Theorem 7.9 says that the nlll hypothesis Hj : 6 = 6 is accepted if

By lies in the confidence region. = can use Confidence interval to do tesE:J

@ Ch9, p.57
Example 7.26 (Normal variance)

o Let Xy, -+, X, be an ii.d. sample from N(u,c?), where p is known
and o is unknown. parameter

e The acceptance region of the level-a UMP unbiased test for
Hy:0=04 vs. Hy:0 # 0y LB(V.B,LNP.Z?-»E

W

0)

is approximately

" (X — )
(- /2 JZZ (Ug i T

I
e It is equivalent to egual tul probabiity
Z?:I(Xi — N)Z . Z?:l(Xi — M)2

C2) RS TEi-ap)

e Therefore, a (1 — a) x 100% confidence interval for o2 is

Yo =) Y% =) Check tkem 5.
[ 22 2(—aj2) [T |LN.CHE, pE2

e a good test < a good confidence interval (region)
e UMPU test & UMA (Uniformally Most Accurate) confidence interval
% Reading: textbook, 9.3

A

Q. pL 1
when G, regard
as a parameter

=
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