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. Different choices of (t;_1,%;],7=1,...,m, can | not furctions of dota, i.c.,

5/8

Example 7.19 (Hardy-Weinberg Equilibrium, TBp.343-344, or Ex.6.15, LN, Ch8, p.24)
o n = 1029, the cell probabilities are (1 — 0)?, 20(1 — 0), 82 under the Hardy-

<:| Ch9| i.43

1. There is a distinction between Oy, ...,0,, and X1, ..., X, (especially

for continuous case) empirical cdf (textbook, sec.10-2) T
I, nare (
© Xi- o X = Xy, Xw) F O1s - Om | order statistics Xar. - Xen

discrete (possible) ——if i.i.d. are sufficient Sor any
@ Ol,.. Om jX(l),.. X(n) in,.. X, & distribution

2__ continuous ‘!——-afnot(. id.

X., -, Xn:
tl

t’tta.tta

The MLE of 0 based on Oq,...,0,, can be dlfferent
from the MLE of 6 based on Xl, .oy Note 1o Ex 17 cs are

cause different results. (Note. The choice "f{:stafe ',wb statistics,
should not depend heavily on observed data. )¢ A0C YV.S. £ Xn)

It is recommended that O;, E; > 5. <aresult 9uaraniee£( by large n_| oo

X1, . Xio2q %mulﬁnowal( LPLP,Ps)
[Xm, --+,X(1029) —
0..02,03 ~multinomia) (10297, P2,B)

”LAA 1AQ/\ ao
Weinberg Equilibrium model and the MLE of 6 is 6 = 0.4247. >
<:I Ch9, p.44
Blood Type

M MN N

—>0; 342 500 187 s inbuitive

E;  340.6  502.8 185.6 —  conclusion 9
e Consider the test: how to get this 2 eg. 340.6=nP,(§)=I029-(|-0#ﬂS

e Pearson’s chi-square test: [dim(Qo)=1, dm(N)=2]

Hy: (p1(8),p2(0),p3(0)) are specified by the Hardy-Weihberg model
Ha: (p1,p2,p3) do not have that specified form—-o_()_ P+Pa+R=1

Jeo

1. Pearson’s chi-square test statistic is prrr = 73 p-value pdf of 1
@-L_. (0; — E,>g r-J null distribution) 0.05
Yi— i

X2 — ‘Q> xi under H,
=2 E _11 o Looziq 284
(Fsavac| [=n=1029) dim(02)-dim(o)

2. Set a = 0.05,]Thus, reject Hp if the value of X? statistic exceeds

c{,ﬂﬁf ‘ 3.84, the 95%-quantile of the X_% distribution.

2
3. Since e > , ) lilu )
342 — 340.6) (500 — 502.8) (187 — 185.6)2 .
X2 — ( = 0.0319
— 340.6 s 502.8 B 185.6 ’

Hj is not rejected.
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2. Why a = 0.057 Will conclusion be different if we choose other a7

The p-value is more useful: X2
p-value = Pp, (X >'0.0319g = P(x§ > 0.0319) = 0.86.

more extreme
Ho If the null model were correct, deviations this large or larger would

occur 86% of the time. Thus,|the data give us no reason to doubt

the null model. lo.s extreme LNpy2 - pdf of A1
e Likelihood ratio statistic is \ormore extreme why?) ' 0.05

—2logA =252 0;log (%) —0.032 (£0.0319 = X%). | a8
- - = 0.0319

The two tests leads to the same conclusion. ~meaning?

Note: A = exp(0.032/(=2)) = 0.98 =1 (0 < A <1). Hardy-Weinberg
model is almost as likely as the most general possible model.

Example 7.20 (Bacterial Clumps, TBp. 344-345)

e In testing milk for bacterial contamination, 0.01mL of milk is spread over

an area of lcm?. ﬁ(.)O counts of bacterial clumps: l:x.,--- , xm,LLd;pa_Q
e number per lcm2| o 1 2 -.- 910 19 ro""“o"‘
X, Xecel " Frequency |56 104 80 --- 3 2 1l [pesblesbistial moiig
— ) Sor Xi.-+=, Xugo ?
e Hy: The data are from Poisson P()) for O1,---,0m? N
@ Ch9, p.46
e MLE for the A of Poisson model (Hj) ise—Note. The MLE X 7s the MLE
N o based on Xui,-.., Xaoo, not
X=)\— 0x56+1x10d+4---+19x1 9 44 the MLE based on Oi,:--.Om,
= 400 — Bub,inthe case, their MLEs
giving the expected frequencies £; in the following table. are identical.
number per lem? | 0 1 2 e 6@2_7 O,---,08 ~
=" l multinomial (400,
Q:i‘).; _Ql (ObS freq.) 519 104 80 238 9 "620 Pr---,Pg)
& | E, (Exp. freq.)c-l 34.9| 85.1 103.84 --- 10.2 ['5.0 Y v
oo o @ 28| 42 55 .- 0.14 |45.0] =R
(how to get i£? critical value]

e The chi-square statistic is X? = 75.6 > 18.55 = x§(0.005).|So, p-value
Wrf?] < 0.005 and the goodness of fit test rejects theﬁjoisson model (Hy).

1. bacteria held by surface tension on dim(Q)="T , dim(Ro)=1
lélg';, s lower surface Qf the drop may adhere e P rr od W
;’:"mog to the glass slide on contact. Poisson > Negative binomial

~2. film not of uniform thickness. (LN, CHS. p.68)

Example 7.21 (Fisher’s reexamination of Mendel’s data, TBp. 345-346)

e Mendel crossed 556 smooth, yellow male peas with wrinkled, green female

peas. @_T 2‘: %% aa bb

aA
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@{Aﬁ] . ;g%) Xl iy .. . . Ch9, p.47
gs 158“ , aXSSb =S !""It"‘o'“‘alﬂ-lau .Fz,'s.lﬂ»)

Type Observed Count | Expected Count Probability

a}x{bb}
‘LtSmooth yellow

{@a}x { } Smooth green
LB Wrinkled yellow

{2}« b3 <«—Wrinkled green

E, 312.75 P 9/16
E, 104.25 H°g*° Pao3/16

E3 10425 (135" ol Peo3/16
E, 34.75 Puol/16

e For the data, Do PFE%,PETEPa’% lb N= i(P" P‘*)'P""P**P”P"“'l}
—2log A =2Y"> , O;log (0;/E;) = 0.618, dim(N)=3, dim(Nd=0
A = exp (—0.618/2) = 0. as .
< ) c i
less than 0.9. (Peason’s statistic is X2 = 0.604.)  nll d“skrtbsd:iovttﬂs (n=556)

e Fisher pooled the results of all of Mendel’s experiments:
— Two independent experiments give chi-square statistic Tl, T2

73, the p-value is slightly

\"4

with p and r degrees of freedom under Hy. 55'6
— Under Hy, T1 + 15 ~

Xp+r < p=r=3 inthe case . B:rom differed daﬁzs@
— Adding all the chi-square statistics for all the

independent experiments gives p—vahgz().99996! <-too 300&“:0 be trye

e The best explanation is perhaps that Mendel continued experimenting
until the results looked good. The statistical analysis here assume n is
fixed before data are collected. Then, n is a yandom variable <

@ Ch9, p.48

e Dorfman (1978) studied the goodness of fit of the intelligence scores of
fathers and sons to a normal distribution (Hy) using Pearson’s chi-square
test. The p-values were greater than 1 — 107 and 1 — 1079, respectively.

+ Reading: textbook, 9.5 too good to be true?

 Application of GLR test II --- Poisson dispersion test

Question 7.16

e Recall the insect counts example (Ex. 6.31, LN, Ch8, p.68), the Poisson

model did not fit well. e
° Pmssen model assumptions: X"l ng ng . e . X"n ~iid. P(})

. The rate is constant. 4 4 4 4 v

1
Binez| 2- Counts in one interval ﬁ ﬁ ﬂ o o o ﬁ P(\)

are independent of counts in disjoint intervals.

e For counts of insects on leaves, some assumptions may be violated, e.g.,

— Leaves are of different sizes and occur at various But, sﬁ" assume
c ° o x.’ xn
locatlo.ns on different plants. Hence, 1. may fall.. are 1nd
— If the insects hatched from eggs that were deposited | Ppisson . |

in groups, there may be clustering of the insects. Then, 2. may fail.

e How to examine whether the rate is a constant for the insect data?
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@ Ch9, p.49

- Example 7.22 (GLR test for Poisson dispersion, TBp. 347-348)
e statistical modeling for solving the question: ALy X
X, ~ P(\),i=1,...,n. & Xi,~, Xn are independet -» Joint pm§ Tl'g—xb—*—-

E“NZ;,’;’, Q_:{()\l,...,)\n):)\Z~>O,i:1,...,n} — dim(Q) = n.
| — Null hypothesis Hy: the counts are Poisson with common parameter A.
P Qo={O0.., ) A=--=X =2} = dim()=1.

— Alternative hypothesis H4: the counts are Poisson with different rates
ALy A2,y Ap, 16, 24 = Q\ Q.

e Under {2y, MLE of A is A=X.

e Under 2, MLE of A;’s are X;’s, denoted by F YD SR (E)""")_c_"
e Thus the likelihood ratio is (o X
A= L 1~ 2o = H (E_)_ewi—frt in Bx 7.7 [l¢f.
Pay HZL oy 6_2\——/% i1 Ly (LNp,llo)
stotistic — -
- . i
.(Lﬁ;‘ylg) —2logA = 2 Z [ﬁb_g (%) 4 () = f)] =2 sz log (%)
=< check e\l . =1 a Y =1 =
P in n _ ne ) l
LNp 42 ~ ézz':l (z; —T)* = — reasonable ?) 3“::;‘&‘
« i ion 1 h > 7 Ch9, p.50

- 5°/z: measure of clustering « 2 EESNS, g[VoPA)

— Null Po1§son H%odelz SRS eI o IF Y, Yo bleds POAY

— Alternative Poisson model: variance>mean. J = B

— (asymptotic) null distribution: x2 |,

i w— 2
dim(n)- dim(ey —F (L33 Zve-v =
@® Poisson dispersion test (for goodness-of-fit) n

[ — has high power against alternative that are [@g. X, Xn Ry
regee | overdispersed relative to Poisson, (LN tive bimm;z
data Xi, - b5 ~
e On O T e .WaaV)>>EY) CN.CHE. pbb

—O often used when there is not enough data - Xi,<. Xn =20y, -, 0m
to be accumulated into several cells. (b#“ to have 0:25)

Example 7.23 (Asbestos Fibers, Poisson dispersion test, TBp. 348)
e For the data in Ex. 6.4, LN, Ch8, p.9, n=23 < not large <

ne?/T =137 | (z;—2)* =26.56; —2log A =237 | z;log (&) =27.11
o dim(Q) — dim(Qg) = 23 — 1 = 22 -» asymptotic null dusb.,lzz Zuestionable
e p-value for 27.11 is 0.21. So there is not enough

evidence against the null hypothesis.
e Note. Sample size 23 is small and the test may have low power. >
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<:I Ch9, p.51

Example 7.24 (Bacterial Clumps, Poisson dispersion test, TBp. 348-349)

e For the data in Ex.7.20, LNp.45, n=400.
_ 5 no 400 x 4.59
The p-value is: S ’@Q G ) |
e The p-value is: RR of test 2 N(0.1)
% e 3990/7 752.7 — 399
no = —999 _ 752.7—
p-value = P ( — > 752.7 ﬂ) =P ( X > )
E._éb—c—ni-l-h_' X \/2 x 39 \/22>< 399
; 4 N .
QEE#'?O“?WV:% ~ 1-9(125 =0 (normal approximation to Xm:399)3
e Thus, there is almost no doubt that the ;u;n‘:ﬂ)ﬂ;?g;dm(m):l

Poisson distribution fails to fit the data. 23 ~Y=Yi+ -+ Ym cLT, Normal

Question 7.17

e Compare Ex. 7.20 and Ex. 7.24. They test the same null hypothesis
H,. Why are the test statistics in the two examples different?

§ - In Ex. 7.20+—gwdness-o§-§it test  (OimEc?] 0
Xme Q790 = { X, can be any discrete r.v.’s} Z 720
Hd. P '

— In Ex. 7.24 Pisson dispersion test variance

~ mean ?

@ Ch9, p.52
e Is it appropriate to use the test statistic in Ex. 7.20 to test the Hy and
H, in Ex. 7.247 How is the opposite?

e For same data set, which of the tests in the two example would be
expected to have smaller p-value? Why? «(i) 8 € Qq2,\6 ()8 €Np20\ 272

Note. If one has a specific alternative hypothesis in mind, better power can
be obtained by developing a test against that alternative rather than against

a more general alternative. 5
% Reading: textbook, 9.6 @

« Some concerns about hypothesis testing P45 of % T

° -: Suppose modeling is correct. For size |

lwrge

HQZ = 90 VS. HAZ 0 75 90 S/m 3
when Hj is not rejected, does it mean we accept 6 = 6p? | /41 \i
eg.: Yi,...,Y,~ N(,u, 02), o known, V';‘@.' not reject .

Ho:U=0 1 =~ 0, but not zero, reject Hy if Yiooo0=1, reject—-"’ 1 S
HN‘M’*O ? 0 '_m-

o[V %—Qmjs‘y‘ =L s = Gy e

< L3 —
0 Consider the two cases: — = | when nt
R 5 .o Y=“1-— ‘l
rqed;(l) n=10, and (ii) n=10000. reject | T b when 61

<\
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