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@ Ch9, p.29
Example 7.13 (UMPU test for normal variance)

o Let X = (X3, -+, X,,) be iid. from N(u,c?), where p is known and o
is unknown. | o s parameter >0
» The joint pdfis f(x]o) = exp {55 > (; — ° — nlog Vord:
o

C(e) =l <—T(X ): a statistic
which belongs to one-parameter exponential family. & is @ known cnstafit

e Here, C(0) = —1/(20?) is an increasing function of o.

. . -sided ._ 2 ..
e Null and alternative hypotheses: two-side j _gx_,a;:_)_ i, xi under H

T—\. Z,’-‘; u”der HO
_—_{f— null distribution

Trocsample Hy: 0=0y vs. Hjs: 0+#0
m_P 0 99 A 7é 0

e The level-aa UMP unbiased test is given by
LTEM { 1, if %E >y ( X — p)?/og < cior > o,

= $(X) = ,
— 0, otherwise. {test stabistic)
e The ¢, ¢y are determined by e—using null distribution )

(O—Fu (10 [ .) Iy =1~ . Eabr)=ox
and —P(C|<T<Cz) Es. [0 T0)]= Eg[6(x)] Ec.[T(")]@"j
E‘_f!'gﬂ.)=E [(1 — fCC2 yfn dy - 00(1 - ¢) E(To Oé
_.._.‘_. 1 p—

where f,(y) is the pdf of the x; distribution. T - Em-E®E(T)

<:| Ch9, p.30

e Further derivation:

— It is convenient to use the identity y fu(y) = n fri2(y) - | Exercise. |
— Rewrite the second condition as
Jo, fara(y) dy = 1 — o —(%%)

- Unless n is very small, or gy is very close to 0 or 0o, the equal-tails
test given by

(%)

) Jo @) dy = [ fuly)dy = /2
is a good approximation to the UMPU test. z.w’L.)f
~fai This follows from the fact that y; distributione4_& £2~%
= SY"':":*"" tends to Normal distribution for large n by CLT.

Morggenem‘ condibion (than e_ngmntial famg/() 'For -‘Fndmg g::gu. tests, ——

Definition 7.9 (monotone likelihood ratio) A inNp 18~1Q & A Tn LNp 23
We say that the likelihood function £(6,x) has monotone likelihood ratioe

(L

(MLR) in the statistic T'(x), if for any 6; < 65, the ratio usgdbdgtgnrgne
L —J what observations
L(01,x) —1 Recall. Neymo.l\n-Rarson Lemma, morecxbem(e"
L(62,x) 3!?'3“"" So(%)  L(60X)
S =———| &TX) < RR: T>c

is a descreasing function of 7T'(x). FalX) _-C(GA. X) N
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Theorems 7.3 and 7.4 still hold when we replace the one-parameter exponential
family by a family of pdfs/pmfs that has MLR property in a statistic 7.

Theorem 7.6
Let X = (X4, ..., X,,) have a joint pdf/pmf from the one-parameter exponential
ily: .c(e,, X) L

F(x]0) = eXp{C T(x) + d(0) + S(x)} 4 (x). [MLR properby.
Suppose C(0) is increasing. The likelihood function £(6,x) has MLR property
in T'(x). Suppose C(6) is decreasing. The £ has MLR property in —7T'(x).

¢ Further reading: Roussas, 13.4, 13.5 com&h‘:e Ho or Ha

* (Generalized) likelihood ratio tests 4 1 Recall Estimation

; I.TUMVUE may not exist
Identify what || Simple (MP]- OMP >UMPU ay
obsev:r.i/toxs :? T ThnT1 @ DY — = MLE( good asymptotic

‘moreedreme”| | simple [LR)> GLR |ewst || 2. Likelithecd 2o

Question 7.12
UMP/UMPU tests may not exist, and even though exist, may be difficult to

derive. Any other procedure for finding a good/reasonable test?

m—

ch9, p.32

Definition 7.10 (generalized likelihood ratio test, TBp. 339) parameter space

e Suppose X = (X7,..., X,) have a joint pdf/pmf f(x|6), Where 0 €

e Consider testmg the hypotheses —Lnot secessarily i.i.d. e
QEQO VS. HA QEQA (-L)C;ER """"""""""

where QO,QA CQ Q%N =0, and Q = Qg U Q4. RR4——»ar
e The (generallzed) likelihood ratio (GLR or LR) is given by

fu til 05- ikeli
oA e e lkelihood (Gor Sieed X)

7

ymann- A (x ) maxgcq,
f_jg:,:; T S, ﬁ_(f_i)_l_s«ist_w_tsmm | N
where £(0,x) is the likelihood function. —_— a
o) Small values of A* tend to discredit H,= determine “more extreme”
e For technical reasons, it is preferable to use ot £ if agmax 2
o<Ax<l St L0 sbstible [MLE in Qo | (&8 Ky en.e(eA >I)
MaXpeq, £(0, X) . max ¢
A(x) = (note: A = min(A*, gem , if-agmox )
)

= L0
[alskhstie]  sop =2 (&w_abk_e.lms n | T— eyl ol
p

e Small values of A tend to discredit Hy. roblem 7.9 (LNp 19)
e The rejection region of a GLR test consists of observations of X that
correspond to small values of A.
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Example 7.14 (GLR tests for normal mean with known variance, two-sided, TBp.339-340)

e Suppose that Xi,..., X, are i.i.d. from N(u,0?), where o is known.]
e Consider the hypotheses |simple] [, : 1= 119 vs. Hy: p # po. u.parwnebEl

;—dfm=o
Then Qo = {po} , Qu = {p: p# po} , @ ={—00 < p < oo}
e The LR statistic is dim=1
L (W) e[ S, (i )]

MAX_ o <p<oo [( 2m0) "™ exp [*%2‘ > i (T — N)QH

— (W exp [_# Z?:l (z; — @)2] Substitute H;e,_
(LT exp [ DIy (@i — 7)) (—1““5 of U=
Z (3, = N0)2 — Z (; — 5)2}>

1
= exp (*'2?‘-5 IV /B
= =1
n -X+X
— exp [ 52 — (T = uo;iiq S (Xi-X)*+ n (X - o)

e Thus the LR test rejects Hy for small values of A, i.e., large values of

— —
RR: ~ecreasi (Z — ,uo)z the test statistic
%-llo\ reasitd > —2 log (A) = ———— .¢—°§’ of OMPTU test in
1.7 ks [*‘“"”‘”’"A — B o*/n T izs >
R test skabistic e cho, p34
L e Under Hy, X ~ N(p,0%/n) and 210gA '[i*] o] pﬁiﬁ)
——— e a
e Thus, the LR test rejects when x
different | (¢ R g L2 T 2./x S
test stat. £2—,LL0) > x?(a) or equivalently ]——'ull >"z(a/2) .
byt same o?/n ——— Isthis UMPU test? a/\/n ——
RR T st st Check ExTI2(LNp28)" & __ 1ot cfatse

Example 7.15 (GLR tests for normal mean with unknown variance, two-sided)

o Let Xi,..., X, beiid. from N(u,o?), where p and o are unknown.
e Consider the hypotheses [n0€ — parameizrs( Z-erwwmwly)
[unoz gdim=1 simple| Ho:p=ypog vs. Ha:p# po.

Then $2 — {(t0:2) : 2> 0}, Qg — {(1:0) : p £ pio, 7> 0,
— () = ,0):—oo < u<oo, g>05.
° Ehe E(f-{/{ ste)xtistic is - . I MLE of 6 in (O,
MaXy_, o (V270) 7" exP [—5,7 Dy (T — po)’]
MAX oo <on, 0<o<oo [(V2ME) ™" XD [—gzz iy (@i — )]
ﬂ;@)'—”e*p-(—m% 22 a2\ T2 MLlEof MLE of U
(/) |gmer |l rax

e 38 = Yo, (Xi — po)*/n and & = T8, (X: — X*/no bV SHELL
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o Now|determine w — o] =n/2 R-lho)
s o A= [14 X )] AveZPs

e Thus the LR test rejects Hy for small values of A, i.e., large values of
. _ 2
[Why use this ao the test (X—,uo) @,Y—Uo

A

statistic ? €o get a
common null distribution 01

¥l e Under H vn—1(X — ~ t,_
e Ho /LN 710190~ Tack o sttt (LN, CH6,p.80)

e Thus, the level-a LR test rejects Hy when
e PR Lm0 poFes
n(X —
vEX — k) >t 1(0)2),

where t,,_1(a/2) is the (1 — a/2)-quantile of the ¢, distribution.

<(reasonable?)+E:
't‘eS'L' S‘b@ﬁS‘él‘C n LNP.‘ <

Q: Why is it useful? To caleulate estimated standard eror,

Question 7.13 relative efficiency , wonfidence mterval, --* ¢————

In point estimation, the asymptotic distribution of MLE tends to Normal when
sample size is large enough. The property is useful when the exact distribution

of MLE is difficult to find. +o calculate p-value or determine critical value m)
Q: Similar result exist for the null distribution of GLR statistic? I'W"*/ need i€ 2
— L — *

Ch9, p.36

Theorem 7.7 (large sample theory for null distribution of GLR statistics, TBp.341)

Under smoothness conditions on the density function, the null distribution of

05-2logA<00|  —2log(A)e—test statistic Note -ZlogAt &= |
tends to a x2, distribution, with degree of freedom RR: A<C ,
iy — et [0)) — o (g iy o 2egA>C
p— e Sample size 5 x;( )
as the sample size tends to infinity. | L173% ecugh mo—

———

(Note. dim(Q2) and dim(€)y) are the dimensions of free parameters under
Q) and )y, respectively. For example, in Ex. 7.14, LNp.33, dim (Q2) =1,

dim(Q) =0, m=1-0=1.) b@}/ouduygscopeqfthecow’seﬂ

Proof. The proof is based on a second-order Taylor expansion of —2log A.
< Reading: textbook, 9.4; Further reading: Roussas, 13.7Le—'34-> n Il(eo)‘(é\m_g‘eo):* LN.CH8.p.39

 Application of GLR test I --- tests for multinomial distribution, goodness-of-fit tests

Example 7.16 (GLR test for multinomial distribution)
e Data: (Xi,...,X,).
m Consider an experiment which may result in m possible different out-

size | comes. In n independent repetitions of the experiment, let X; be the

number of trials which result in the 7th outcome.
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e Statistical Modeling. i probability thot the i+h outcome occurs <4——

dl.m=m—l->Q: {E: (p17"'7pm) - Di 2 072 - 1727"'7m7 Z:llpz — 1}

— (X1,..., Xm) ~ multinomial(n, p1,...,p,), where > " p; =1, .
and the pmf is:

!
n:
B(Xllea-'me:xm): ' 'plz_l"'pmmma
xlo"‘a’;f’/)’l’- -

where > 70| 75 = n.

— The parameter space is

e Problem. For excunple,, fair die, Pio=Pao= =P = 1/64-]
We suspect that the p has certain specified values po = (p1o, - - - Pmo) =
where p1g, ..., Pmo are given values. _

e Problem formulation. £=8 or P,

We can formulate this as a test with null and alternative hypotheses:
simplef[—/1; : p € Qo = {(p1o,-- -, Pmo)} Vvs. Ha:p € Q\Qy < Q: Why

e Likelihood Ratio i{s_t-.-'-dlm=0 Q.8 I

_A— #;M@ml"'&nfm #prl...p% '3/:;;

4N, CHE) = " o1 A @
Pa3-24 maxﬁ [m ]_??1_%1 5 G Z_j’n%xm] 7 T, P1 Pm 3uid€lfnes
| where p; 3 z;/n is the MLE in Q. j " LNpTS

= [obseyved | Cho, p.38

5/6

Question 7.14 (examine distribution assumption in statistical modeling = goodness of fit)
e In statistical modeling, we often see the statement: [detzmine @&“};@

Im:gg when p=Ys
rj[‘herefore7 Xl:"'B(n' PC) > V'a.r(xc)= npl:("Pf.)‘{ s’na“ whm P20 orl L"_‘_‘i"'i‘_,
A=TI", (1”‘%9)_Z and —2logA ZZL , Tilog ( o ) :
e T (A

2

— is rej i reasonable ? oW e
Hy is rejected if mw{t;;'ed pected
—2 lOg A<X17 - 7Xm) = C. by Xi? Consider,eq., n=logo|
— The constant ¢ can be determined by the fact Oxi=2,Pio=1
@ % =200, NPio =100

that under Hy, 5 log A
\ \ — O
test statisbic —» & Xm 4-a5ymp'bhc null distribution

—_— T : 2
(i.e., —2log A is asymptotically x2,_; distributed when n — co)

. Note. Not
— dim(Qp) = (m—1) — 0 =m — 1. [cir,048,86)

because e

===

Xi,...,X, areiid. from a distribution with cdf F(-|©). | zea- sufFicient

e Suppose that the independent and identical assumptions are true, can
we examine (using data) whether the distribution assupmtion (i.e.,

stutistics

F(-]©)) is reasonable?

f‘Qo EQA

original

—— stbsteal ()= {F(-16]} = el Q- (R 1OV} U {other ditribittos}
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