NTHU MATH 2820, 2025 Lecture Notes

jecall (WpT)  cmpie
. Nevman Pearson Lemma —— most powerful testse] -2 = P(RRI®), Be
* Neyman Pearson Lemma --- most powerful testse— - |- P(A_.RIQ)=I-BQ&

Among all tests with significance level «, what is the “best” test? f{ criterions ?|
r S E—

- = o <+poke
level -] o Y - Recall. Two types of errors S BZ : gee%A‘M

tests

Definition 7.6 (uniformly most powerful test, TBp. 336)
For testing [may not exist in some cases |g power:

Sunchi
Hy:©€Qy vs. Hy:0 €y, gl

a test is called uniformly most powerful (UMP) test
with significance level «, if V © € )4 the power of the N
test is larger than (i.e., Bg is smaller) or equal to the “{

power of any other tests with significance level a.

* most powerful test for simple vs. simple hypotheses

Definition 7.7 (likelihood ratio, TBp.329)
e let X = (Xj,...,X,) have a joint pmf/pdf f, where f € Q = {fo, fa}.

e null and alternative hypotheses: Hy:fo vs. Hu: fa
S — »
@ wumerieallyovaluako the dearee , e . 47
e likelihood ratio:
likelihood = folx , MLE. F,(x) 2&@0——
% smaller value =" more extreme M) @: Why not use_|’ $o(xV/Fa(x) 32 :l
= “more supporton Ha'" Ja(x) | H0-Fax) ? $o () =Fa(x) 2 > _Q:I"
We should reject Hy when fo(x)/fa(x) is large or small? Why‘?
Theorem 7.1 (Neyman-Pearson lemma, TBp. 332)
Suppose that the likelihood ratio test that rejects Hy when ) u;e
t'fiuabe what observations o<f0( )/ fa(x) <c —e S- A/\/RR Fa<C
“more extreme” otter test stat. ——o\ o cut

has significance level «. Then any other test which has significance level a* < o’
has power less than or equal to the power of the likelihood ratio test.

Proof. (for continuous case) Let R' be the rejection region of the likelihood
ratio test, and I be the rejection region of any other test with significance

level a* < . Then, r——-Lmu distribution LR Test
Jar fo(@) de = a > a* = [, fo(x) <> MP test
and hence the difference of the powers is
IRT fA dT - fR fA ::fRT\R fA 37 d:I? P fR\RT fa SL‘) dx _Jszé'fo(x)dx
Sa_g_Sa S;US3 —

FaX)> & 5,(%) For X€ 13 $a(0) g £ Fo (1), for L& S

fRT\R fo(z)dz = [ R\RI i fo(x)dx +J&%§°(x)dx
- (f lfRTfO fRfo T > 0.
a 2C

=
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Example 7.7 (cont. Ex. 7.2 (LNp.8), TBp. 329, 330)
If X ~ Binomial(10, p) and consider testing NS‘E—':%(%ACﬂ V<= X
Hy:p=05 wvs. Hy:p=0.7 gfocx)/fA(x,<c<=x>
The likelihood ratios are more support on Hp “FIL
T 0 1 2 S 4 ) 6 7 8 9 wl i() :RR
B(i ‘0,5)->E(33) .001 010 .044 .117 205 .246 .205 .117 .044 .010 .001
B(,f, om)-fa(x) .0000 .0001 .001 .009 .037 .103 .200 .267 .234 .121 .028
fo(@)/fa(z) | 165.4 709 304 13.0 558 239 1.03 .44 .19 .08 .03

RUCH R —
and the likelihood ratio test rejects Hy for small values of fo(z)/fa(z) which —Smaller
corresponding to large values of X.

(5] O What iF we use Sot01- =7
Example 7.8 (TBp. 333)

o Let X1, Xs,..., X, be Lid. from N(u,0?) with 02 known. —» parameter : 4

Hy:p=pg vs. Hy:p=pa, —DQ={N(Uo,6’),N(MA,G‘)}
where g, (4 are given constants.

o oy T
e Suppose the significance level is prescribed as . ' ' g
e The likelihood ratio is : “
fox) ®exp[— 5 >or, (Xi — po)?] - (X _
Fa0) moxp [ e Yoy (06— ua ] 1 el
i — transformabion of data, |
. C

&ij_m_LNpllq __ ch9, p.19
o Suppose g — pta < 0 (pa > o). Likelihood ratio is small < X is large.
®) Thus, the most powerful test rejects Hy for

more extreme = lager X
ason o Ls X ¥ 1, for some .
-able ? test stabistic ——b—_r—o —itﬁe form Of R_Q_
e The z is chosen so that the test has the desired level a
X critical value Y~N(£o' ,0"/,.,)1 =
e e — :C —
Noke g__B(X>xO|H0)—P(_X_>a:O|u_MO)P</—\/'%LO > ON’%O>.
1 | Xp irrelevant to 4a What's the null distribukion? U ?
2| Xo Could be [arger than Ua S ©he nud di on’,

e Hence, solve

L>~M(o.1)
) Lo — Mo &
T zer)| ~Xo=Mo+ZNEE — = = z() 2 E
%ot , RR S " o/vn

0 & —r Z(ot)

for xp, where z(a) is the 1 — o quantile of the N(0, 1) distribution.
o -: What if pig > pra (ie., pa < po )?

Why not just reject Hy when fo(x)/fa(x) < 17 <> fA(x)>fo (x)'ﬂ't@
Note. Asymmetry | @g. i§ =Moo,
between Ho & HA

= a small||N-P Lemma
. )
RR: Ja> 100, 50) °<§—:<»<C®§{m>‘:z o0

« UMP examples for testing certain composite hypotheses

Csmall <> & small

B
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Example 7.9 (cont. Ex. 7.8 (LNp.18), TBp.336)

o Let X1, Xs,..., X, beiid. from N(u,o

%),

D 20

o2 known.

.Q'--{M’M?Mo} Simple.d- Hé2) D= o VS.

Hf) :,u>,u0—-9[

e In Ex. 7.8, for any particular simple alternative Ha: pu = pa (> po), the

composite
one- sided

UMP test rejects Hy for

"Q—\_ N
s % x, X > o,

where z¢ does not depend on the val

e Thus, this test is also UMP for H @), > -

Ho: = Mo vs. Ha U=[Ma
same most: powerSul test
T B

ue of AP

Example 7.10 (cont. Ex. 7.9, TBp.336)

te- dantical For any Ua

), 02 known. Consider testing

j [OMP in Ex79]

where ¢ is determined by:

X >z

n
U

o Let X1, Xo,..., X, beiid. from N(u,o?
H(?’) < g Vs. H1<43)

> po. —» N={ul ueR}
AN
e Claim: The test ¢*(x) which rejects Ho when

N(o.12) when u= o

)

==

Jor any =P(X >xg|pp=po) = P 2 " M= Ho
s e| ¢~ PE Izt oVn ol
is an level-oe UMP test for Hc()g) VS. Hf’). L. 7‘°=u°"'2(°°ff N
<J Ch9, p.21
e This follows from r'aeﬂo
1. ¢* is a level-a test because for pu < po, ~ N(0,2) when the mean
t<s fevel- utestmEﬂG(MblN?) 'X__r‘}__ s u
—p _ Tp—p
PRRIW)= P (X > 10| 1) = L i,
u & o/vn o/vn | =
““ NN(L{, n ) ~ p !
0— M L0 — Ho
Oly | when UL, - 1(1)( ) 1<I)< “>—
cdf of No.DF— o/Vn oI ) ()

2. ¢* is UMP because if there is another level-a test ¢(x) for testing

Hé?’) c < g V.S. Hf) D> o,

then Q is also a level-ar test for

7.9 (LNp.20) —» Hé2) D = Ug V.S. Hf) D> U,

and ¢ is always less powerful than ¢*.

Note. All composite hypotheses

discussed here are
one-sided

By N-P Lemma. , decide a
umMp t’est %'_Fbr

Y :p=po vs. HY :p=pse

ow ¢MA inelevant to Ua, 'FDrMAGQA %—)¢
=y vs. HY : > pioa—o

powes same
Plot of :ﬁ‘{w*""”‘ I
P(RR|0) \ 2 [
= F u
against 6

- 0‘-@ . ity
L, Ha,
_JL?,A S Ma

Pu(RRp) = o¢ ,Jor U €
H(S) w< gy Vs. H() > o —
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Definition 7.7 (test function, nonrandomized test, randomized test)

e For a (nonrandomized) test, its test function ¢(x) is e ot stabistic
— a function defined on sample space S and l a stabiskic
— taking values in [0, 1] such that }2
indicator 1, if x € rejection region S—f4R
Junction _LIRR(&:?(K) N { 0, if x € acceptance region

o A randomized test function ¢(x): @— mainly Jor discrete
— It has a form of: case (see Ex.74.LNp.I5)

RR
basedon T

\l.‘ }1 1,| if x € rejection region

4 #(x) = < | 7| if x € boundry of rejection and acceptance regions

6, if x € acceptance region
where 0 < v < 1. Lreeubwn. probability

— When ¢(x) = 7, a coin, whose probability of falling head is 7, is
tossed and Hj is rejected or accepted when head or tail appe_ars,
respectively.e—not reguired if test statistic is a continuous rv. underHo

Theorem 7.2 (significance level, power, and test function)

Qo for © € Qg —» Py(Type L ervor
Pg(QQ)=E@ [p(X)] = { 1% Be, for © € QOA ——> }g"“"zp:e )

» UMP tests for one-parameter exponential family Chd, p23

Recall. A one-parameter exponential famﬂy has the joint pmf/pdf of the form
An=17 1) = exp{C(0) T(x) +d(0) + S ()} (), » EI55 oconp T ey to)
]

where the set A is independent of 6. Peca// %;ﬁ_‘"gﬁ( f:;"f“z Z:mf?/ezl in .

Theorem 7.3 (UMP test for one-parameter exponential family, one-sided hypothesis)
e Suppose X = (Xq,---, X,,) have a joint pdf/pmf f(x|0) which has the

form of the one-parameter exponential family.

e Suppose that C (0) is a strictly monotone [ @ what i C®) is decreasing ?
increasing function of Q Note. COT(X)=[- l;'l(e)][- ‘:‘?(x,)]

e Then the level-a UMP test for testing CMo) T*X)
&:HSHO (OI’H()I@ZQ()) vs. Hy:0 >0, Whynezdt-l;?
is given by C6) <C(6s) co)Sc(es) | T LNp18,

EE e 1, if|TX)|>c, replace X by TIX)
E laﬁ\%e;x::emg ?@ - R if T( ) = G, replace Mo b!/ Cl6o)-C(8))
test statistic — 0, if{TX)[<c

———— For continuous TV. ,
e The c and v are determined by r P(T(X)=c)=0

(C7RD) Eg(¢) = P(T(X) >clf=6)+7PTX)=cl=6)=a

Proof. The proof follows the same argument as in Examples 7.8 to 7.10.
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e The level-a« UMP test for

Hy:0<0, vs. Ha:0>6
is given by 1. lmust statistic

repson-ly §(X) = 7, i > i Xs =,
— 0, ifyr X;<c

@ Ch9, p.24
Question 7.10 Ha: ,9< _?_o
I
What if we are interested in Hyg : 0 > 0y vs. Hy : 0 < 67 ,i?,o; Z;b'eme
o = =0 Hy:0" < —6yvs. Hy: 0* > —6y | C*(0") 1, as 0" 1
c*O") = —C(-6" -
_*<_) == 1, f T"X)>ceT(X) <= &é*%c
T = T | yxy={ 1 #t TR =c«TX=—c |
=CT - n : * * * ‘
o+ af?na:os«‘ngcﬁwhmofe* 0, if T"X)<c* e T(X)>—c
Example 7.11 (UMP for i.i.d. Bernoulli) || CAEX] MM
o Let X = (X4, - ,X,) beiid. from B(1,0), 0 € (0,1). Then, the joint
pmf is N
67 -0) = S (x10) = exp &Og (125) 2o i+ nlog(t = 0) § Toae ()
D P —_— ——e—=T(X) -
e Here, C(0) = log (ﬁ) is a strictly increasing function of 6. ="
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