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* Neyman-Pearson paradigm --- concept and procedure of hypothesis testing

Definition 7.2 (test, rejection region, acceptance region, test statistic, TBp. 331)

e A test is a rule defined on sample space of data (denoted as 5) that specifies:

"ol T all possible outcomes

1. for which sample values x € S, the decision is made to accept Hy
2. for which sample values x € S, reject Hp in favor of H
. p , TJ€ 0 A_r—ﬁJeP

L

e The subset of the sample space for which Hy will be rejected is called the
AP rejection region, denoted as RR.

e The complement of the rejection region is called the acceptance region,

Y denoted as AR =S\ RR = RR". L&&iﬁ
(1. iFXeRR decisions hypotheses
¢(5)'{o. TXeAR Ry A
— % % x' x
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Note. Two types of errors
may be incurred in applying
this paradigm

accept H,

—Cwp—y
Bingo!

Type 1II error

theses | i, is true

Definition 7.3 (type I error, significance level, type Il error, power, TBp. 331)

Let ©y denote the true value of parameters [rardem] an eventr
e Type I error: reject Hy when Hj is ture, i.e’»x € RR when Oy € ().

5“&,“% agy = probability of Type I error = P(RR|Oy), where 0, € (.
x Significance level a: the maximum (g;_the least upper bound)
M of the Type I error probability, i.e., & = maxecq, @ Or & =
Fy | a6 SUPeen, O - anevent
e Type Il error: accept Hy when H 4 is ture, i.e., x € AR when ©¢ € ()4
allf 5o = probability of Type II error = P(AR|Oy), where O € 4

For ©p € Q4, powerg, = 1 — B, = P(RR|6,) = probability of
=\

right decision — _ L ——
Ha tuefe—rejecting Hy when H 4 is ture

Question 7.4 (dilemma between type I and type II errors)
An ideal test would have ag = 0, for © € Qg and e = 0, for © € Q 4; but this

can be achieved only in trivial cases. (-) ﬂ°={un'rﬁ;rm(o.1)}

In general, when o decreases, [ increases, and vice versa. Na={ wiform(2,3) }

Q: Can we Find test sit, O is minimized .and 8 is minimized ?
smaller «
e S_ S—

larger a,

larger (3

AR
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smaller [
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L . Ha © <
A solution to the dllemmaLo‘ggzg‘f: fé‘-’ﬁf”,go

The Neyman-Pearson approach imposes an asymmetry between Hgy and H 4:

Type 1 error [answer to question 3 in LNp.2
1. the significance level « is fixed in advance, usually at a rather small number
(e.g. 0.1, 0.05, and 0.01 are commonly used), and ‘TypeI[ error] protect Ho]*

2. then try to construct a test yielding a small value of B¢ for © € Q4.

argmin By subject to tests with Sup oSO {level- o tests
tests

Example 7.2 (cont. Ex. 7.1 item 1 (LNp.3), TBp.330-331)

e Testing the value of the parameter p of a Bernoulli distribution with
10 trials. Let X be the number of successes, then X ~ B(10, p ) mmid

modeling
Data— Q) ={B(10,05) B(10,07)¥
Hy:p=05 vs. Hy:p=07 T(Xi, . Xo0) ;
9090090000000
e Different observations of X 012345678 9,0 !
give different support on H 4 more support on Hy szy
Lo X1+, Xio~B(l, P) L more extreme <_...._8;"é p
T ! t P X T(Xl, 7X10) Hy: pmf iz ¢
T=X=4%: ros i LI,
S=10u, 0] :[pmf ‘ L
xceioﬂ-}.c"‘o"?‘i’l °] i E I 1} p=0.7
Ch9, p.9

— In this case, larger observations of X give more support on H4.

— Rejection region should consist of large values of X.

— The observations that give more support on H,4 are called “more

extreme” observations
% most extreme : X =10, 2nd most extreme : X=9 X~B(10,05
e If the rejection region is {7,8,9, 10}, then - a test is formed. o

|

i under Ho
P(X €{7,8, 9 10} |p=05)=1—-P(X <6|p=0.5)=0.18.
RR THo “Ho
o Set the significance level as 0.18. AR
X~B(10,0.7)
— The probability of Type II error (i.e., 3) is under Ha

P(X ¢ {7,8,9,10} [p=07) = P(X< 6|p=07) = 035
AR — T
— and the power (i.e., 1 — () is Ha Ha

P(X €{7,89,10}|p=07)=1—P(X <6|p=0.7) = 0.65.
RR| 2X €{7,8,9,10}|p QH ( |p )

TH,

A
e Suppose that we are interested in testing AR
N={rlrPelo,1]} +— (<)
{ Lo, 27} Hy:p=05 vs. Hy:p>05 <= {Plpe[osll

and the rejection region is still set to be {7, 8, 9, 10}:

v
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— Note that @2 is a function of p: X~ RB(10.p)
[deﬁned Sor{PEQa.and=>1-B, 5 _ p(X¢ {7,8,9,10} | p).

PESo — op
—— power function = 1 — 5,.=P(RR| p)

=1, 2lagp > Landl 0, >aap »0L
- 1-8,=0asp—0.

power Bp= prob, o:F
R (RR)=Sunckiond x5/ r/ t:/pe IL exvor

1-0.18 gJ

=0.82 - |
significance “p; Pm\I:-
level ?m,fq =
S4p dp |b—— .
P05 Echeck (%) in the groph
=|Cos — = Po(type IL error)< ? )
=0, 102 03 0% gl e o oo oo s $

0.18 o‘i| 0.2 03 0¥ o a ck for0€Na

PG on<d.0chly

1. Which hypothesis get more protection? (He) What kind of protection?—
2. Can the protection make P(Type I error) always smaller than
P(Type II error), i.e., a < fg for any © € Q47 L No. check (a) in the graph
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