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Hypothesis testing SiEHEsv3

» What is hypothesis testing?

Question 7.1 (What is a hypothesis testing question?)

1. observed data. z1,...,2,

2. statistical modeling. Regard z1,...,x, as a realization of random
variables Xi,..., X, and assign X1,...,X,, a joint distribution:<{sttistial

modeling
a joint cdf F'(-|©), or a joint pdf f(-|©), or a joint pmf p(-|©),—]

72 [where © = (61,...,0;) € ., and 0.s are fixed constants, but their

meter | Note. £2 can be regasded as & collection
values are unknown. E:’;amce | DoplpratiEe s

3. point estimation. What is the value of ©7 Find a function of

X1,...,X,, ©, to estimate © or a function of ©. Upoinf: estimator
4. hypothesis testing. Separate {2 into two disjoint sets {2y and €24, i.e.,

ol % QWNQs=0 and QU = Q. < a partition of O

Use the data X;i,...,X, to answer the question: which of the two
hypotheses,

LIQ:@GQQ versus f_féz@GQA
is more favorable. fre paandker]— b

Question 7.2

Can we obtain an estimate of © and accept Hj if O e Qo and reject Hy if

O e Q47 | What if X is continuous ? | [0<P<T)
Hint. Consider the case:* "X ~ Binomial(n, p), 'tesl:l’na M C1I.
'~ Col o : (interval
Sair coin Hy:p=05 vs. Hi: p # 0.5, estimator)

What if n = 10° and p = 0.500017 22 0.5

Definition 7.1 (null and alternative hypotheses, simple and composite hypotheses, TBp.331,332,334)
. . 4=z /2211 22t
e Hj is called null hypothesis.< ﬁ ;,ﬂ,t\'fﬁx; .3 Eé ﬁ.1E.SLS.SL

e Hy (sometimes denoted as H;) is called alternative hypothesis.

e An hypothesis is said to be a simple hypothesis if that hypothesis
uniquely specifies the distributione—Noe or £a only contain 1 distribution

e Any hypothesis that is not a simple hypothesis is called a composite
hypothesisSe—N g, or Na contain at least 2 distributions .

Question 7.3 (asymmetry between H, and H,)

Is there a difference between the roles of Hy and H A?] Can we arbitrary

‘?
exchange the two hypotheses.—\__{_/y_z. Ans "(e S See the solution £o
dilemma (LNp.8)
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Example 7.1 (some null and alternative hypotheses, TBp.329, 334)
1. Two coins experiment

e Data and problem

— Suppose that I have two coins

— Coin 0 has probability of heads equal to 0.5, and coin 1 has
probability of heads equal to 0.7.

— I choose one of the coins, toss it 10 times, and tell you the
number of heads X

— On the basis of observed X, your task is to decide which coin
it was. @:lem
e Statistical modeling. [unk';xwgﬁnmf’-r Note. rw{: o<p<liy
— X ~ Binomial(10, p) i ]
— ) = {Binomial(10, 0.5), Binomial(10,0.7)} ={ p| P& {0s. O.'-T}]'
o Prol;IZm formulation -2 can be regarded as the collection of
— Hy: coin 0 = QO {Bmomlal(l() 0.5)} “all possible worlds.”

In this case, there are
— Hy: coin 1 = Qy —?anomlal(lO 0.7)} only two possible world
— Both hypotheses are sm’lple

1'4)
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2. Testing for ESP _;—_Ex{:ra-§ensory Perception
e Data and problem

— A subject is asked to identify, without looking, the suits of 20
cards drawn randomly with replacement from a 52 card deck.

Cuata |L_— Let T be the number of correct identifications.
— We would like to know whether the person is purely guessing

or has extrasensory ability. | e
y Y“Hproblem Ssgﬁg.@ )
st : A Vx| x|xT P
e statistical modeling {ak;zm.w bor quess A HIx[VIx]x] 4P
. - [=] N Vi R
— T ~ Binomial(20, p). A ety

— Note that p = 0.25 means that the subject is mearly guessing
and has no extrasensory ability.

—Q={p:pcl0251jor Q={p:pec|01]}

e Problem formulation | What's their difference 21+ When T is ver
_ ' y
— Q =1[0.25,1] small.
Hy:p=025 vs. Hy:p>025
Jlm=0—z 7‘—dcm— T ‘Ti
* Then, Qy = {0.25} and Q4 = (0.25, 1].
* The Hy is simple and H 4 is composite. Furhermore, H4
is called a one-sided hypothesis.
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= Q= 0,1
— Hy:p=025 vis. Hy:p#0.25
dn‘m=0‘—‘ - ——¢——dm=1 — ~
* Then, Qy = {0.25} and Q4 = [0,0.25) U (0.25, 1].
* The Hy is simple and H4 is composite. Furhermore, H,y
is called a two-sided hypothesis.~
3. goodness-of-fit test (for Poisson distribution)
Tejbrequsionle Data and problem (LN,CH8, p.b8, - test)
?; (gff(e“ﬁ — Observe an i.i.d. data X,...,X,,. Data

— Suppose that we only know that X;’s are discrete data.e———

g moment ol We? Would' likg to 'know whether the observations came from a
Poisson distribution.<—_{ oroblem
dim=2] ® Statistical modeling: on non-negative Integers —
0.0.2.3,- - Xi,..., X, are i.i.d. from a discrete distribution with cdf F'.
L ,gh st| — 0= {F:F is adiscrete cdf} unknown distribution —
A Pe=l| o Problem formulation &-dfm=1———}
dim=00 — Hy : Data came from some Poisson = )y = {F': F is a P(}) cdf}

— H, : Data not from Poisson = Q4 = Q \ (.

— Both hypotheses are composite. L
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