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' Example 6.33 (cont. Ex. 6.32, UMVUE of Poisson mean) LNp.56

Suppose Xi,...,X, is an ii.d. sample from Poisson(A) |distribution. Then

S =3>" X, is a sufficient and complete statistics for \* Because X = S/n is
a function of S and E(X) = )\, X is UMVUE of \. {S~P(nx) = E(S)=nA |

- Example 6.34 (UMVUE of Normal mean and variance)

Let Xi,...,X, beiid. random variables from Normal distribution N(u,o?),

then — 5 D oiq(Xi— X)?
EYZ) [—ILNP'E'?T'—'I X and §° = — B

are sufficient and complete statistics for (i, 02). Clearly, E(X) = p and E(S?) =
o? (Note. (n—1)S%/0? ~ X%—l‘:f E((n —1)5%/0%?) =n—1), so X and S?

are unbiased estimator of ;1 and o?, respectively.) Since they depend only on the
sufficient and complete statistics, they are UMV UE. LN,CHI~6.P.80 |

Let X ~ Poisson(\).]Let T(X) =1if X =0 and T(X) = 0 otherwise. Then,

T is UMVUE of 7(\) = e * and Var(T) = e (1 — e ?). The Cramer-Rao
Elower bound for e=* is e 2} /I(\) = e‘”‘)\.‘ﬂence bty Thnb.lb (LNp.b5)

by 2| Var(T) —e A =eMl—e?—e N =e*P(X>2)>0

and Cramer-Rao lower bound is not attained. |)_(_$A.$o.us¢e"£>e: ? S

Suppose Xi,...,X, is a sample from a Poisson(\) distribution. Then S =

> . X; = nX is complete and sufficient for A. To find a UMVUE of e, start

with (X7 = 0), which is an unbiased estimator. Since e (i
Tt _nota good estimator P()E—-OZ” = sj’";) @
pcG =0 =8 = L ECa =g =9)= A1 =Y, 2 oA =

MLE. e unbiased P(Limg X — 9)
aw;fum'[ﬁnx o);—] _ o= (n - 1) X0/ ) i l)s'l~l%assm(nl
)[BT ey T PN 0
the UMVUE of e~ is (1 — n=1)"*. & vreasonable ? (RN XX when n>00

Example 6.37 (cont. Ex. 6.25, UMVUE of Uniform upper bound, c.f. Ex. 6.13)
Suppose X1,...,X,, is an i.i.d. sample from Uniform distribution U (0, 8). Be-

cause X, is sufficient and complete, and £ (X)) = ;}-1-07 —’%“—lX (n) 1S unbiased

and is the UMVUE of 0. tLNP.53 ,Exb2S I (LNp 22) moment estior: 2X, MZE: X¢m :@)

(VRN BIN 1f 02=9(01), then {Sa=pa} 2 {S1=p1] (dndtgmphinmv’;o)‘-]

Suppose that S; and S, are sufficient statistics for 6, and Sy = g(S1). If U is

an unbiased estimator for 7(6), let V3 = E(U|S1) and Vo = E(U|S3) then

W=E{Vi|sa] 2 UMVUE is a fuackion
=E[E[UIS|”Sx] , g;hlezlzgr:%h Var(Vs) < Var(V;). —F of minimal sufficient

% Reading: textbook, 8.8.2; Further reading: Hogg et al., 7.1, 7.3, 7.6 statistic
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