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check graph in LNp.#4 +—

There exist many sufficient statisticsd A trivial example is the raw data.|However,
a large collection of numbers is not as meaningful as a few good summary statistics.
How can we know whether the data has been reduced as much as possible and still
keep relelvant information? Ce often, smaller dimension. |

> T MLE s sufficient, MLE is minimal sufficient (by Thmb.11, LNp 48)
Definition 6.14 (minimal sufficient statistic) I : know T, which conkaing more {nformatsion?

A sufficient statistic S for 6 is called minimal if S is a function of T for any
sufficient statistic 7' of 0. 7 conains at least as much information as S P

i Xy o T=g(Xy,..., Xy) S =nT) :
2 o tes TR @ (s
ta dim(S) < dim(T)

Example 6.23 (minimal sufficient statistics for i.i.d. Uniform distribution U(§, 6+1))
Let Xi,...,X, be iid. from uniform distribution U(,0 + 1). Then, the
joint pdf is X stetistical madelng ~> know the dotz is uniformly distnbuted in an interval

lenath one , but
0 Xn< of

<...)<))<f,(:;9.| f(x[0) = H I, 9+1) 5’31 I(%z) 1 J'/(1)>(_) don't know where thd
> x(n)" | 5‘9 < Xa _—{— md.c«br fund:non ud:erval 1S foca\‘:ed,
where I(,p)(u) = 1if @ < u < b and 0 otherwise. | Therefore, T' = (X(1), X))

is sufficient for 6 by factorization theorem.

B»

<:I Ch8, p.51
U '

Note that ) — up{9: f(xlf) > DpaTand [ 5 ... Bk

dmensi C . ——
n->2>1 o m:t:r @ =1+ lﬂf{g- f(X‘H) > O}‘_J 0 Xim-1 )an)

For a sufficient statistics 7', by factorization theorem, f(x|0) = g(t,0)h(x).
Therefore, for x such that h(x) > 0, P(T)S Pexe. Xl T)

(1) =sup{0 : g(t,0) > 0} and @: 1 +inf{6 : g(t,0) > 0}.

We conclude that (X(1y, X(»)) is minimal sufficient 3 s::FFcaen:tnsstacttst:‘c

Example 6.24 (cont. Ex. 6.23, ancillary statistics) check gmph in WNp 44
In E le 6.23, the pdf of R = Xy — X(1) i e] (Q:Dbes minimal
| Example 6.5, the pn—_go =X — 2 P sufficient statistics
(E)— n(n — 1)r"2(1 —1r), (= Beta(n — 1,2))| still contain useless
for 0 <r <1, which is irrelevant to 0. (why?)

infermation ?
=~ For any 0, the appearance of the values of IR follows the same
‘3

probabilistic pattern.» g‘h?mmof - [ikelihood of R is a coastart over @
(cf T ZZL: X, where X,..., X, are i.i.d. from Bernoulli(9))
n=100, T=I/0 S . T=80 (T~8(n.0)
The observed values of R do not carry information about 6

— That is, there exists transformation of the minimum sufficient
statistics X (1) and X(,) that contains no information about 6.
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e Statistics like R are called ancillary statistics, which have distri-

butions free of the parameters and seemingly|contain no information

(Ec)) about the parameters. Defibion vt basedon S\ o{sufficient. statistics

@® other example of ancillary statistics? XiXs|T o
h . ‘

Xl, < X, 14d. N(6, 1), ‘:-IeZsO,mble? X1, X, i.1.d. Gamma(1,0), \reasonable?

Xn. ~‘_$2 = L 3" (X, — X)? is ancillary BgaZ:: ij—ng is ancﬂlaryé-(LN,CHI'.L,Pﬂl

-1 )

Question 6.3

Note that minimal sufficient statistics may still contain ancillary information.
What other property can guarantee sufficient statistics containing no ancillary

information? AL W(5)=U(s)-C_ Then | |irelevant to Qle-
Definition 6.15 (completeness, TBp.310) |RZLMS)E Red 7 S R A LD (O

Let f(s|0), 6 € Q, be a family of pdfs or pmfs for a statistic S = S(X1,..., X,)-

The family of probability distributions is called complete if Eg[u(S)] = 0 (or c:
a constant) for all § € Q, where u is a function of .S, implies u(S) = 0 (or ¢) with

probability 1 for all € €). Equivalently, S is called a complete statistics.

(X1,...,Xn) S(X1,...,X,) w4 (S): non-constant function  u,(S): constant function
* S for an
< * x *® ul |:>

Co u(S) = ¢, ¢ : a constant, is a trivial ancillary statistic and —»: constant Chs, p.53
— = —1 =% RO~
Eglu(S) —c] =0, for any 0."“stsengeS _— e
c  IDfomation@&

S is complete < Fy[u(S)] is a constant for all § implies
2

. . 03
¢¢¢¢
. .

that the trnasformation u is a constant transformation.
S is complete < any transformations of S (except the
AB* constant functions) contains some information about 6.
e In Example 6.24, Fy(R) = Z—ﬁ That ig}[:&upgé_wnsbané,
(Lps3 n—1 ©r(Ec) |2 Eg[us)] depends on B

not Xig) — Af1) — =R—FE ist. d e
|’ 1 X(n) O~ R — Ey(R) :iieecjfum epends_

-g—
has mean zero for all 8. = there is alﬁonzero function ﬁjﬁ\\'
®

of X(;) and X, whose expectation is zero for all 6. @
-

Example 6.25 (sufficient and complete statistics of i.i.d. Uniform distribution U(0, 6))
Let Xi,...,X, beiid. from Uniform distribution U(0,6), 6 > 0.

e The pdf of X, is nx™ ! o — 1
—(l‘-)u i p3s] 0" Loo(®). [jomb e ~I(,_(@,m(e)]
Let u be a function such that Elu(X,))] =0 for all §. Then S |

ﬁ@aﬁdm =0, forall @ >0,> gg?u(x)x““dx-_-o

Eﬂ@ By factorization theorem, Xy, the largest order statistics, is sufficient.
n>1 — &

which implies

1 S?'So /TO< 0, <052<09.
u(z)z" " =0, as. for z € (0,00) = X, is complete. b
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Example 6.26 (sufficient and complete statistic of i.i.d. Poisson distribution)
Suppose X, ..., X, is an i.i.d. sample from Poisson distribution P(\). Then

r.dimg n-»>1 f(.ﬂUl, o oo g Lpg )\) = (€_nA)\M)/H?:1 Zl?'l' .
So S =>" X, is sufficient for A and S ~ P(n\). If u(S) is a function of S

s.t., \ ( )s c;ns;der it as a.lﬂ
- - —’I’L = ayor o”’
hbikion? 0= Elu(S)] Lo~ g A forall A e os A

then, all coefficients of A are zero and u(s ) = O. Hence S is also complete.

COXc€ 0
e A complete and sufficient statistic is minimal sufficient. However, a minimal

sufficient statistic is not necessarily complete (e.g., Ex.6.24 in LNp.53).

e If a non-constant function of a sufficient statistic S = (S1,...,S5%) is
ancillary, then S is not complete. |¢ w@“%, - only keep X of Xi, -, Xn 29 Pa)

Definition 6.16 (one-parameter exponential family of probability distributions, TBp.308)
A family of distributions {f(x|0) : § € Q} is a one-parameter exponential

family if the pdf or pmf is of the form: Support of §

| L d(0) - S(x)] = (0T (z)od(0) S(:c) e~ A‘__I
felf) = 5— ol0) To)r 96) + 5(2) 7
0, dwtaandpammetzra@mxedmﬂ\etem ¢ A ,
where the set A does not depend on 6. o~ in this way .

Chs, p.55

Theorem 6.13 (sufficient and complete statistics, one-parameter exponential family, TBp.309)
Suppose X1, Xo,---,X,, is an i.i.d. sample from a member of the exponential

family, the joint probability function is
fononlf) = Loy epOT() +d6)+ Sl Laz)  axpllog(m)

= exp [0(9)2 T(z;) +nd(6) + Z 5($z):| HIA(J%),

where I4(z;) =1 if 2; € A and 0 otherwise. Then®#3"" | T(X;) is a sufficient
and complete statistics for 6. dim= 1] by factorization Thm
Example 6.27 (some one-parameter exponential families, TBp.309)

e The pmf of th?' B(e)gnoulh distribution B(0) is
P °9-_J
P(X =z)="0"(1

1—x __ 0 —
—0) —exp[xlog<1_9)+lco(gé()l )} x=0,1.
This is a one-parameter|exponential family with 7T'(z) = x. For ii.d.

X1,..., X~ B(0), > | X, is sufficient and complete for 6.
e The pmf of the Binomial distribution B(m,#) is: for x € {0,...,m},

exp(log())
p(X =z)= (m)é’m(l —0)"" T =exp [ac log o + mlog(l — 0)} ( )

— g 1-0 ~«o x
This is a one-parameter[exponential family with T'(x) = x. For i.i.d.

Xi1,...,Xn ~ B(m,p), > i, X; is sufficient and complete for 6.

B»
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e The pmf of the Poisson distribution P(\) is
P I A
ATe =exp(z logA— A —logz!), x=0,1,2,...

4 T =—c(

This is a one-parameter|exponential family with T'(x) = z. For i.i.d.
Xi1,..., X, ~P(\), > " | X, is sufficient and complete for .

P(X =z) =

f(z;0) = { ex_p[ =1 4(©) Tj(-"?)} c(®)h(z), z€A

0, exp(log(-)) otherwise

where © = (61,05, ...,0k) is k-parameter, and the following conditions hold:

1. A does not depend on O, and €2 contains a nonempty, k-dimensional open

rectangle. (ie. dim= E)—'

2. {(¢1(9),q2(0),...,q:(0)) : © € O} is non-degenerateland ¢;(O)’s are non-
[~ 4
trivial, functionally independent, continuous function of ©.

3. (a) For continuous case, T} (z)’s are linearly independent, continuous func-
tions of z over A; (b) For discrete case, Tj(x)’s are nontrivial functions of
x, and none is a linear function of the others.

5

.).

Let X;, Xy, ---,X,, be an ii.d. sample from a regular k-parameter exponential

xponential famil

(S

Theorem 6.14 (sufficient and complete statistics for regular k-parameter

family, then n n n
Si1=> Ti(Xy), Sa=> To(Xy),....,S% => Tu(X)
g=l i=1 i=1

is a minimal set of complete and sufficient statistics for 61,605, ..., 0.

Example 6.28 (some regular k-parameter exponential families)

e The pdf of the Normal distribution NV (y, o?) is
flalp,o) = 1/(V2mo)exp [~(z — p)*/(

202)} [Ss'a.g;) € R x(0,00)

Exb.22 (LNp.49)| — exp __'sz_ z— —5 2’ — '/i"i — log(v 2%0)}

This is a regular two-parameter exponential family with 7% (z) = « and
Ty(x) = 22. Consequently, for an i.i.d. sample X1,..., X, from N(u,o?),
(S1=>1", Xi, So =51 X?)is a minimal set of sufficient and complete
2.‘"=-Xe'l‘l- nx*

statistics for (u,0?). Since the relations
partitions _ _ g2 S (X - X)2
data space §—1—:X5ﬂ and 52 Sl/n: iz (X ) = &~
(QophinWNpS5)| 2. —  — n—1 n—1 —
define a one-to-one transformation, (j1, 62) are also sufficient and complete

for (1, 02). = #  (AsoBeyomereimdesli— & check Thmit | (LN.CHI~b. pB0) N
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_ Show that Multinomial distribution,®M ultmomzal(n D1y

np), is a regular (r —1)-parameter exponential family and find its suﬂ"iment
and complete statistics. [Hint: subsitute X, by n — X7 — Xo — -+ — X,

and&byl—}h—pz—“'—pr—l]

I Check whether other distributions given in LN, Chl1-6, p.58-85,
belong to exponential family. % /-7-[

+ Reading: textbook, 8.8, 8.8.1; Further reading: Hogg et al., 7.2, 7.4, 7.5, 7.7, 7.8, 7.9

» criteria for evaluating estimators

Question 6.4 (choice among different estimators of the same parameter, TBp.298)

e In most statistical estimation problems, there are a variety of possible
parameter estimators. U under same statistical modeling
e Among these estimators, how to choose a better ones?‘_l'J criteria=2

e What properties, that we have defined and discussed for estimators,
can be used to evaluate estimators?

1. unbiased 2. consistency (large sample criterion)
To(8-0)=0 <>£q(8)=0-F o
Note that the two criteria not directly compare the dispersion of esti-
mator. Any other criteria?
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