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Summary (formulation of information and data reduction problem, TBp. 305)

o Let X1, Xs,..., X, be asample with joint pdf/pmf f(x|©),
where © is unknown parameter. t— gtatistical made,lu\%én?tmduce (4]
unk nown

T X1: X, ..., X, contains two types of information: Pa”&f;‘ﬁg

mformabion | x _information related to © <e—"important” (usefuld Mformation
Ty | * information irrelevant to © <— usefess infprmation

—— For example, toss a coin n times, ie., Xy, Xo,..., X, are ii.d.
o5 © from Bernoulli B(0), @ (Afhat is important mﬁrmabon"

non- mverhblei* X, or T =>5"" X, contains information about 6 3fa5

";hfﬁ, x When 7' is known, say T = ¢, the information that at which

I Ry A
::['::5 trials the ¢ head’s occur is 1rrelevant to %P’acehmdsmtoatofn,posthm
"fvm'\ « n=>b, consider the following possible results: [ X, XalT

xslT_u)>(01111)T 4;(1,0,1,1, 1), T = 4;
/s*ge\gv:'f (1, 1,0, 1,1), T=4; (1,1,1,0,1), T =4; Coll raformation
(X XslT=0) ot )(1, 1, 1, 1, Q), =4 T Birom:
‘/S‘I;kewj_i\) (];7 07 G) G) 7 m 17 (0 1_7 n? n7 0)7 T pu— ]., B'no'ma‘(s‘e')
- (0,0,1,0,0), T=1; ( ,0,0,1_, 0), T = 1; distribution of T
.stnb:&horuof- (0.0.0.0 1), T =1 e 4
(P ,X{,‘l T C‘ g Vg Yo Wy )
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e Information about 6 is revealed by the different values of 7', i.e., larger
T, larger 0, and vice versa, ,(l o] 7= X, (‘.\;‘:ﬁ“;’*:i;“'i,"le]-)datafeductwn

(data space ) (X, Xn) "o || T=4! et carry 5
1y .- 3 S CI\OL\B = u‘ 0 carry same
dat 3 — i BAANS i
- (o,l.o.o.o) _/" : to keept | F TN formatin

[s there a statistic T (X1, Xs, ..., X, ) which containsll the
information in the sample®bout 87 If so, a reduction of the original

4| data to this statistic without loss of*information®is possible. dusefali’

Definition 6.13 (sufficient, TBp. 305)
A®statistic T(Xl, Xo, ..., X,) is said to be sufficient for 6 if the conditional

( distribution of X1, Xo,..., X, given T = t does not depend on 6 for any

value of £. — (yhen T 7o known (given), the rest (probabilistic) infomation
can be in Xi,---. Xn is irrelevant to O (check graph in LNp44)

a veckor jDNo*e It is possible that the gomt distribution we assigned to
Caution: -H')edm s not suitable . T—S'l:rﬂt:\éc‘sl:icad modelmﬂ

1. If T is a sufficient statistic, formally, we can keep only T and throw
exam | away all X;’s. Realistically, the X;’s are used to check whether the

m% model did not fit, or that something was fishy about the data.

3. The definition of “all (important) information” depends on the statis-
tical modeling, i.e., the joint distribution assumption.
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Example 6.20 (sufficient statistics of i.i.d. Bernoulli distribution, TBp. 306)

Let X4, ..., X, be a sequence of independent Bernoulli random variables with
P(XZ = 1) = (2_ Let T' = Z?:l Xz then T‘VBMDMM.I("/ 9)
P P(Xlzgjl,,Xn:a’,‘n‘T:t) _ I’(Al—-ﬂfl,.../‘n:.ﬂ?n,l =71)
- s PI= Q Lu=t
. - X(1-x¢ i
This casries information about L1 — g)n=t" " 1 :
M./be»:e the 1's locate, which = (n) ot(1 — Q)n t (n) ) Iﬁé.liit',&re.
is irrelevant to @ g_t probability is zero

if 4 +---+x, =t and x; are nonnegative integers, and 0 otherwise. The
conditional distribution is independent of #. Hence T is sufficient for 6.
Theorem 6.10 (factorization theorem, TBp. 306) can be a vector, i e, T(X)= (11(£3,~‘,T5(¥_))

A necessary and sufficient condition for 7'(X1, ..., X,,) to be sufficient for a
parameter 6 is that the joint pdf or pmf of X;,..., X, factors in the form

88| Sz, wa]0) = g(T(e, 20, .. 20),0) h(21, 29, . .., 2) $ree of
R px=21. - o=a, T, X)=E )

L3
)__¢multiplication law

fintuition: P(X, = xl, Xy = T L P(T=)P(X,=21,...,Xpn =2, =1)
Proof: only for discrete case (contmuous case requires some regularity con-
ditions, but the basic idea are the same.): (<) Suppose x
fxy, e, ..., x,]0) TT T, Ty, Tp), 9) h(xy, T, ..., Tp). N
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Then S‘ P(X = x) = g(t,6) Y h(x &“ilsvmis
frrelevant
T ()=t L"ZxEI——;’P(x_x)\ ()=t f to O
PX =xT = tP %50 nx)

PX=x|T=t) = |
(Bor X st T0O=£] P(L=1) - ghT) 2 r(o=t M%)

which does not depend on 6. Hence T is sufficient for 6. (=-) Conversely,
suppose that the conditional distribution of X given 7" is independent of 6.

Let g(t,0) =P(T =t|0), h(x)=P(X =x|T =1).
Then P(X =x|0) = P(T = t|0)P(X = x|T =t) = g(t,0)h(x) as required.

Theorem 6.11 (MLE and sufficient statistics, TBp.309) &, 13d 3 AL AL -1

If T is sufficient for 0, then the maximum likelihood estimate for @, if unique,

is a function of 7“1 Note. For gy sufficent statistics (Nefe. Tt does
Proof. From factorization theorem, the likelihood is g(t, #)h(x). | not mean that

. : : — MLE is always
To maximize this quantity we only need to maximize (¢, 6) «— sufficient.

Example 6.21 (cont. Ex. 6.20, sufficient statistic of i.i.d. Bernoulli distribution, TBp.309)

Let X1, Xo,..., X, be independent Bernoulli random variables

P(X;=x)=0°(1-0)""", z=0o0rl.

Then
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[, zalf) = [0 —6)"% = g=mi(1 — ) Ziz
i=1
dlm‘om 0 \Zhie
reduction =l n
n—v1 = (—1_9) (1=0)" =g(t,0)h(z1,...,2,)
n 0 t Note. T an.;{
where (Xy, -+ s Xa
=3 w, glt,) = (—) a-or, =1 |%in
By Bcbriziin) 9, = ) yield the samg
iyh'];:ﬁ?f " i=1 L ¢ amount of
Hence T' = Z X; is sufficient for 0.«<E-s Exb.18 (LNp.36-38) E;é&fn:fm
If X; ~N(u,0%), i=1,2,...,n, are ii.d, where u, o are unknown. Then
f(:cl,...,xn\u,(f) - ]:{o_\/%exp{_'ﬁ(xl‘ﬂ) } ‘n -
dimension = ,ﬁ.tz_(xi- )1
reductton 3 1 1 =l
n-—> 24 - O’n(QT(')% exp _T‘Q
>(U,62) 1 1
one-fo-one  5n(277)2 202
transformation - ) /
and (37, X;, >, X?) is a 2-dimensional sufficient statistic for (y, )"'/
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