
Ch8, p.38

Theorem 6.5 (consistency of MLE, TBp. 275)

What is the difference between

Ch8, p.39

Theorem 6.6 (asymptotic normality of MLE for one-dimensional parameter, TBp. 277)
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Ch8, p.40

Ch8, p.41

Notes (TBp. 277)

Theorem 6.7 (Fisher information under reparameterization)
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Ch8, p.42

Theorem 6.8 (asymptotic normality of MLE under reparameterization)

Example 6.19 (information and asymptotic distribution of MLE for Poisson mean, TBp.282)

Ch8, p.43

Theorem 6.9 (multidimensional parameters, information and asymptotic normality of MLE, TBp.279)

 Reading: textbook, 8.5.2; Further reading: Hogg et al., 6.1, 6.2
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Ch8, p.44

• Data reduction --- the concepts of sufficiency, minimal sufficiency, and completeness

Question 6.1 (information and data reduction)

raw (original) data
order statistics

histogram

sample mean
sample variance

Ch8, p.45

Summary (formulation of information and data reduction problem, TBp. 305)
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