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Point Estimation gEi3rs=,

» What is point estimation? Kbcall. The 4 steps of statistics (Troduction. LN>.2)

Example 6.1 (current across muscle cell membrane, TBp. 257-258)

Chs, p.1

e Bevan, Kullberg, and Rice (1979) studied random fluctuations of cur-
rent across a muscle cell membrane. The cell membrane contained a
large number of channels, which opened and closed at random and were

7. assumed to operate independently. The net current resulted from ions

0n

data
e They obtained 49,152 observations of the net current, x1, ..., T 9159. l

e The net current was the sum of a large number of roughly independent

@rlt seems appropriate to model the netfcurrent data, X, ..., X49152 as

iid. N(u,o0?), where y and o*€represent the mean and variance of net

| ] ;I

. e
flowing through open channels. observed c;

swall currents. [FFEE] TAIT)  GoaBe-TR)  ondom varabes e—

h—’A

current. Note that the values of x and o2 are unknown N systematic pattesn

L—» parameters -
® - how to use the observed data,Pgsl, e , T49152 to gain knowl-
edge about the values of y and o2? " S n =
2 % ‘/(émnsformahon ?

B

@
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Example 6.2 (emission of alpha particles, TBp. 255-256)

e Berkson (1966) conducted an experiment about emission of alpha par-
ticles from radioactive sources. The number of emissions per unit of
time is not constant but fluctuates in a random fashion.

e The experimenter recorded 10,220 times between successive emissions.
The numbers of emissions, x;, ¢ = 1,...,1027, observed in 1207 time

azj&d intervals, each of length 10 sec, are summarized in the following table:

{hisbgmm > 18 28 56 e Mo sec” Mo sec/ 1803 1207

T, €{0,1,2} 2,=3 x;,=4 -+ %=.2 "'/_,, + 4\-0- o, ¥rer=10220

~e.g., in 28 of the 1207 intervals, there were 3 counts, etc. pfip] [z
. & R/ BHueFB) . ' 2
e Assume (1) the underlying rate of emission is constant over the pe-

?%’;"' riod of observation (2) the particles come from a very large number of
T

el-

o) It seems appropriate tojmodel the numbers of emissions Xi, ..., Xig27
as ii.d. P()), where Nrepresents the underlying rate of emission. Note |

] Recall. Bisson imation to B(r.p)
baiguailon Ao '@Mw

that the value of )\ is unknown. [systematic pattern

JEA
° how to use the observed data, x1,...,Z1297, to gain knowl-
edge about the value of \? /’;mu o)
| AL .

made by S.-W. Cheng (NTHU, Taiwan)



NTHU MATH 2820, 2025 Lecture Notes

@ Chg, p.3
Example 6.3 (rainfall amount, TBp. 258-259)

e Le Cam and Neyman (1967) studied rainfall amounts from storms. i

®_random ﬁ@
e They obtained rainfall amount data, see the graphs for the histogramb)

o

D S —— d
4@ The family of I'(a, \), where o > 0, A > 0, provides a flexible set of pdfs

sepfiel for non-negative random variable. We may model the rainfall amount

mdelldata, X, ..., Xoor as i.i.d. ~ I'(a, \). Note that the values of a and \
are unknown. (-inmdom variables) Emnsfomwbm=ﬂ N Systematic pdézmp

° = how to use x1,..., X7 to find a particular Gamma distri-
bution I'(ag, Ag) that can “best” fit the observed data, i.e., which pdf
of Gamma is “mostly similar” to the histogram?ec® s £ 018, Ex.b.z_

of the data. Let us denote x1, ..., T997 as the 227 rainfall a%amounts.

hiskogram pdf of a. Tlo, o) | @: Iz/zg: information does a
(TBp. F¢~75, ‘ T, =L Xced istogram carry ?
I : 2 Tiaml%i) @pXi)= { 0. Xi&lab
a_a::;rg;lf)e / 30 ; ~ ~B(_g~), P=P(Xie@b) Q: What's the difference between
of S o | [P e the 3 stutistcal modelings >
P 10f4 1 &lébrva / '%;7“ LN) Ans conceptuall (Ex.6-18 b-2)
Sl === ' versus

0a410p 20430 40 50 60 70 80 90 100110 120 PR
' -
@ (observed daka)moum (mm) enpirical, (&x.6-3)

Summary (procedure of fitting a particular distribution to data, i.e. point estimation)

1. observed data. zy,..., 2,
e Ex 6.1: 49152 net currents; Ex 6.2: 1027 numbers of emissions;
Ex 6.3: 227 rainfall amounts e
2. statistical modeling. Regard zi,...,x, as a realization of random
variables X;,...,X,,, and assign X;,..., X, a joint distribution: 4
a joint cdf F([@)—: This is a distribution
TIPS iy,
or a joint pdf/(10), [*| fans s e
or a joint pmf p(-|0),| |ie. Qepmmneter smce || CF-
parameters — — !
where © = (0y,...,0;), and 0;s are fixed constants, but their values
are unknown. s (Note. With the assumpkions, indep. - marginal —» o

e Ex 6.1:|i.i.d.| Normal, © = (u,c?) @ identical : accumulate informakion
e Ex 6.2:|ii.d.|Poisson, © = A |_Jor same pattern

e Ex 6.3: |Lid.|Gamma, © = (0, \)e—{x>0, A>0]
point estimation. Find a function of Xj,..., X,, denoted by

estimate. o The solution to the questions in Exb-1~6-3 Why?
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(1) In statistical modeling, we define ombaecfgtec iégﬁf rn!ﬁlny:;lsﬂ ¢demrdn dEﬁlﬁS

— (unknown) systematic patterne © |$“i '*ﬂ{?'&rtmn |St_qna| ;W/?\
— random disturbance t————— K'I.Sl@_);,: |F&$ﬁ\uncerl'mnlnmse'§ﬁ|li5

| T T
in the data. FJ.%#*E fg &e\ 7F %ﬁ E '17 e b.

e For example, unknown(uenz') Krnown)
Say,l(1) Xy,..., X, iid. ~ N(g, . 2) Xi,..., X, iid. ~ N(u,o?
(1) Xy (u)qg()'_ll X (MI)k

===

4

Xi | T -
hﬁ;'lst's _.g-il'& s U+Ep m‘(?*_t different U+rG&)--- M+6En [Enown,
B & Ea tid~N(.1) '"“’"'"3 N, Etvees En iid ~N(o. 2

P5
| pdfof A ’ Pﬁ (7,4
Tiformation] N(4.1) 2
aEuty & |
< are All information

in X contained in data

I ARS ¢
M =? Compare their difference: Xn L U (WLLN)
68% —> ULS 3 — prediction of p (parameter) = E(X,) = u, Var(X,) = 0°/n

959 —DdUT26 H——i
99.3% —» M X 36 e————9)

—(® The assumptions given in statistical modeling (i.e., joint distribution)
need to be examined.

— prediction of X;11(r.v.) = p + €ny1 < €11 ~ N(0,1)
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