
Ch1~6, p.2-1

Chapter 1

Question 

There are many random phenomena (example?) in our real 

life. What is the language/mathematical structure that we use to 

depict them?

Outline

 sample space

 event

 probability measure

• conditional probability

• independence

 three theorems

• multiplication law

• law of total probability

• Bayes’ rule

Website of My Probability Course

http://www.stat.nthu.edu.tw/~swc

heng/Teaching/math2810/inde

x.php

Ch1~6, p.2-2

Definition (sample space, TBp. 2)

Question 

What are the differences between the Ω in these examples?

Example 1.1 (throw a coin 3 times, TBp. 35)

Example 1.2 (number of jobs in a print queue, Ex. B, TBp. 2)

Example 1.3 (length of time between successive earthquakes, Ex. C, TBp. 2)

Ω is a finite set

Ω is an infinite, but countable, set

Ω is an infinite, but uncountable, set

A sample space Ω is the set of all possible outcomes in a

random phenomenon.
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Ch1~6, p.2-3

Definition (event, TBp. 2)

Example 1.4 (cont. Ex. 1.1)

Example 1.5 (cont. Ex. 1.2)

A particular subset of Ω is called an event.

Ch1~6, p.2-4

Definition (probability measure, TBp. 4)

Example 1.6 (cont. Ex. 1.1)

1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8
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Ch1~6, p.2-5

Definition (conditional probability, TBp. 17)

Property A. P (AC) = 1 − P (A).

Property B. P (∅) = 0.

Property C. If A ⊂ B, then P (A) � P (B).

Property D. P (A ∪ B) = P (A) + P (B)− P (A ∩ B).

Ch1~6, p.2-6

Example 1.7 (Ex. B, TBp. 18)

Theorem (Multiplication Law, TBp. 17)

Example 1.7 (cont. Ex. 1.6)

Suppose that the first throw is h. What is the probability that

we can get exact two h’s in the three trials?
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Ch1~6, p.2-7

Theorem (Law of  Total Probability, TBp. 18)

Theorem (Bayes’ Rule, TBp. 20)

1st 2nd

Ch1~6, p.2-8

Definition (independence, TBp. 24)

 Reading: textbook, Sections 1.1, 1.2, 1.3, 1.5, 1.6, 1.7

 Further Reading: Roussas, Chapters 1 and 2

A B

Ac Bc
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Ch1~6, p.2-9

Chapters 2 and 3

Definition 2.1 (random variable, TBp. 33)

• random variable

Outline

random variables

distribution

•discrete and continuous

•univariate and multivariate

•cdf, pmf, pdf

conditional distribution

independent random variables

function of random variables

• distribution of transformed r.v.

• extrema and order statistics

ℝ
ℝ

ℝ
L

L

Ω

Ch1~6, p.2-10

Example 2.1 (cont. Ex. 1.1)

Question 2.1

Why statisticians need random variables? Why they map to real line?

1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8

X1 :    3,     2,     2,     2,     1,     1,   1,    0. 

X2 :    1,     1,     1,     0,     1,     0,   0,    0. 

X3 :    3,     1,     1,     1, −1, −1, −1, −3. 
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Ch1~6, p.2-11

• distribution

Question 2.2 

A random variable have a sample space on real line. Does it bring 

some special ways to characterize its probability measure? 

discrete continuous

uni-

variate

r.v.

• pmf

• cdf

• mgf/chf

• pdf

• cdf

• mgf/chf

multi-

variate

r.v.’s

• joint pmf

• joint cdf

• joint mgf/chf

• joint pdf

• joint cdf

• joint mgf/chf

mgf (moment generating function) and chf (characteristic function) will be 

defined in Chapter 4

pmf: probability mass function, pdf: probability density function, 

cdf: cumulative distribution function

Ch1~6, p.2-12

Definition 2.2 (discrete and continuous random variables, TBp. 35 and 47)

Definition 2.3 (cumulative distribution function, TBp. 36)

ℝ
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Ch1~6, p.2-13

Definition 2.4 (probability mass function/frequency function, TBp. 36)

probability mass function cumulative distribution function

•

Ch1~6, p.2-14

Definition 2.5 (probability density function, TBp. 46)

pdf of Uniform(0, 1) cdf of Uniform(0.1)

Question 2.3 

How to interpret f(x)?

•
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Ch1~6, p.2-15

Theorem 2.1 (properties of cdf)

Ch1~6, p.2-16

Example 2.2 (cont. Ex. 2.1)

X1 : total # of headsX2 : # of 

head on 

1st toss

Question 2.4 Why need joint distribution for the study of multivariate r.v.’s?

Question 2.5

When we know the joint distribution, we can obtain every marginal 

distributions. Is the reverse statement true? 

Ω = {hhh, hht, hth, thh, htt, tht, tth, ttt}

(1/8) (3/8) (3/8) (1/8)

(1/2)

(1/2)
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Ch1~6, p.2-17

Definition 2.7 (marginal cdf, TBp. 76)

Definition 2.6 (joint cumulative distribution function, TBp. 71)

X1

X2

• discrete case: marginal pmf 

• continuous case: marginal pdf

Ch1~6, p.2-18

• continuous multivariate case

• discrete multivariate case
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Ch1~6, p.2-19

• independent random variables

Definition 2.8 (independent random variables, TBp. 84)

Theorem 2.2 (TBp. 85-86)

Ch1~6, p.2-20
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Ch1~6, p.2-21

• conditional distribution

Definition 2.9 (conditional pmf for discrete case, TBp. 87)

Example 2.3 (cont. Ex 2.2)

X

Y

Ch1~6, p.2-22

Definition 2.10 (conditional pdf for continuous case, TBp. 86)

Theorem 2.3

X

Y
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Ch1~6, p.2-23

• functions of random variables Question 2.6

For given r.v.’s X1, …, Xn, 

how to derive the 

distributions of their 

transformations?

X1,

…,

Xn

Θ

Transformations

g1(X1, …, Xn),

…,

gk(X1, …, Xn)

Extract 

Information

Ch1~6, p.2-241. method of events

Theorem 2.7

Example 2.4 (univariate discrete random variable)

Y1

Y2

BA

X1

X3

g = (g1, g2)

X2
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Ch1~6, p.2-25

Example 2.5 (sum of two discrete random variables, TBp. 96)

(Exercise: difference of two random variables, Z=X−Y)

X

Y

Ch1~6, p.2-26

2. method of cumulative distribution function (a special case of method 1)

Y

X1

X2

g
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Ch1~6, p.2-27

Example 2.6 (square of a random variable, similar example see TBp. 61)

Ch1~6, p.2-28

Example 2.7 (sum of two continuous random variables, TBp. 97)

(Exercise: difference of two random variables, Z=X−Y)
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Ch1~6, p.2-29

Example 2.8 (quotient of two continuous random variables, TBp. 98)

(Exercise: product of two random variables, Z=XY)

X

Y

Z

Ch1~6, p.2-30

Theorem 2.4 (TBp. 63)

Theorem 2.5 (TBp. 63)

Note. The 2 theorems 

are useful for generating 

pseudo-random numbers 

in computer simulation 

(the concepts can be 

generalized to any r.v.’s).
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Ch1~6, p.2-31

3. method of probability density function (for continuous r.v.’s and 

differentiable, one-to-one transformations, a special case of method 2) : 

Theorem 2.6 (univariate continuous case, TBp. 62)

Example 2.9 

Ch1~6, p.2-32

Theorem 2.7 (multivariate continuous case, TBp. 102-103)
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Ch1~6, p.2-33

Example 2.10 (cont. Ex 2.8)

(Exercise: Y1=X1X2)

Ch1~6, p.2-344. method of moment generating function: based on the 

uniqueness theorem of moment generating function. To be 

explained later in Chapter 4. 

• extrema and order statistics

Definition 2.11 (order statistics, sec 3.7)

• • • • ••
X1X3X4 X2 X6 X5

X(1) X(6)X(5)X(4)X(3)X(2)
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Ch1~6, p.2-35

Theorem 2.8 (TBp. 104)

Definition 2.12 (i.i.d.)

Ch1~6, p.2-36

Theorem 2.9 (TBp. 105)

Theorem 2.10 (TBp. 114, Problem 73)

X(1)

X(2)
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Ch1~6, p.2-37

Example 2.11 (range, TBp. 105-106)

Exercise

 Reading: textbook, 2.1 (not including 2.1.1~5), 2.2 (not including 2.2.1~4), 2.3, 2.4, Chapter 3 

 Further Reading: Roussas, 3.1, 4.1, 4.2, 7.1, 7.2, 9.1, 9.2, 9.3, 9.4, 10.1

Ch1~6, p.2-38

Chapter 4

Outline

expectation

• mean, variance, standard 

deviation, covariance, 

correlation coefficient

moment generating function

& characteristic function

 conditional expectation and 

prediction

 δ method

Question 3.1

Can we describe the characteristics of distributions by use of 

some intuitive and meaningful simple values?

0 1 2 3 4 5 6

-0
.1

0
.1

0
.2

0
.3

0
.4

X 3X 3X+3
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Ch1~6, p.2-39

• expectation

Definition 3.1 (expectation, TBp. 122, 123)

Ch1~6, p.2-40

Definition 3.2 (mean, variance, standard deviation, covariance, correlation coefficient)
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Ch1~6, p.2-41

Notes. (intuitive explanation of mean)

Notes. (intuitive explanation of variance and standard deviation)

Theorem 3.1 (properties of mean)

Ch1~6, p.2-42

Theorem 3.2 (properties of variance and standard deviation)
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Ch1~6, p.2-43

Ch1~6, p.2-44

Notes. (intuitive explanation of covariance and correlation coefficient)
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Ch1~6, p.2-45

Theorem 3.4 (properties of covariance and correlation coefficient)

Ch1~6, p.2-46

Theorem 3.5 (properties of moment generating function)

• moment generating function & characteristics function

Definition 3.3 (moment generating function, TBp. 155)

t

0
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Ch1~6, p.2-47

Definition 3.4 (moment, TBp. 155)

Some Notes.





In particular, 

Ch1~6, p.2-48

Definition 3.5 (joint moment generating function, TBp. 161)

Theorem 3.6 (properties of joint mgf)
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Ch1~6, p.2-49

Ch1~6, p.2-50

• conditional expectation

Definition 3.7 (conditional expectation, TBp. 135-136)

X

Y

f(x, y): joint pdf
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Ch1~6, p.2-51

Theorem 3.8 (properties of conditional expectation)

X

Y

Ch1~6, p.2-52

X

Y

X

Y

X

Y
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Ch1~6, p.2-53

• prediction

Example 3.1 (predicting the value of a r.v. Y from another r.v. X, TBp. 152-154)

Ch1~6, p.2-54

Example 3.2 (“best” constant prediction, TBp. 153)

Example 3.3 (“best” prediction of Y using X, TBp. 153)

Notes for the best predictor in G3. 

Example 3.4 (“best” linear prediction of Y using X, TBp. 153-154)
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Ch1~6, p.2-55

Notes for the best predictor in G2. 

Notes. 

Question 3.3

What if the joint distribution of X and Y is unknown?

Ch1~6, p.2-56
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Ch1~6, p.2-57

 Reading: textbook, Chapter 4 

 Further Reading: Roussas, 5.1, 5.3, 5.4, 5.5, 6.1, 6.2, 6.4, 6.5

Ch1~6, p.2-58

• discrete distributions

Some Commonly Used Distributions 

(from Chapters 2, 3, 6)

Definition 4.1 (Uniform distribution U(a1,…,am) )

U(1,2,3,4)

Question 4.1

For a given random phenomenon or data, what distribution (or 

statistical model) is more appropriate to depict it?
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Ch1~6, p.2-59

Definition 4.2 (Bernoulli distribution B(p), sec 2.1.1)

Ch1~6, p.2-60

Definition 4.3 (Binomial distribution B(n, p), sec 2.1.2)

Suppose that n independentBernoulli trials are performed, where

n is a fixed number. The total number of 1 appearing in the n
trials follows a binomial distribution with parameters n and p.

• • •
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Ch1~6, p.2-61

Definition 4.4 (Geometric distribution G(p), sec 2.1.3)

Ch1~6, p.2-62
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Ch1~6, p.2-63

Definition 4.5 (Negative Binomial distribution NB(r, p), sec 2.1.3)

Ch1~6, p.2-64

Definition 4.6 (Multinomial distribution Multinomial(n, p1, p2, …, pr), TBp.73-74)
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Ch1~6, p.2-65

Ch1~6, p.2-66

Definition 4.7 (Poisson distribution P(λ), sec 2.1.5)

• • •
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Ch1~6, p.2-67

Ch1~6, p.2-68

Definition 4.8 (Hypergeometric distribution HG(r, n, m), sec 2.1.4)

NTHU MATH 2820, 2026  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



Ch1~6, p.2-69

Ch1~6, p.2-70

• continuous distributions

Definition 4.9 (Uniform distribution U(a, b), sec 2.2)
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Ch1~6, p.2-71

Definition 4.10 (Exponential distribution E(λ), sec 2.2.1)

Ch1~6, p.2-72

Poisson 

Process
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Ch1~6, p.2-73

Definition 4.11 (Gamma distribution Γ(α, λ), sec 2.2.2)

Ch1~6, p.2-74
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Ch1~6, p.2-75

Definition 4.12 (Beta distribution beta(α, β), sec 15.3.2)
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