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Theorem 5.2 (Continuity Theorem, TBp. 181)

Let F,(x) be a sequence of cdfs with the corresponding mgfs
M, (t). Let F(x) be a cdf with the mgf M (¢). If M,(t) — M(?)
as n — oo for all ¢ in an open interval containing zero, then

F.(x) = F(z) at all continuity point of F.—» :‘.e.,converze

:\n I'J"

e Te UWitw

Notes.
1. The reverse of the continuity theorem also holds.
The reason, | 2. ' 1'he continuity theorem still holds when the moment gen-

g’zfg TF erating function is replaced by characteristics function (chf

mpa’n’bsof,‘- always exists) |coun£e/7,e><amf)/e (discrate) s Xns= { Y, p=)% l P, ;g )v,_
Vi, P=)a
-EJ‘—-INafe. limFaisnot a cdf] E — limfo o _

or vou - . )2
(f r your information) "?T’_—-‘yn P P Xn-9s 0

Fy, F d But. Pa()—>0 , ¥X

Iy I - Q? In, [opdf;  py, p: pmi; (%) %not ile

d . . v
. — ?  (continuous, E)
.' Mlmphes 7}1_{1(;10 fn(x) f( ) Ln= X~ ﬂ%’:{ﬂ 0<x<|s Fn—»U(O 1)

But §, =1 - cos(anTX) have no limi€

converaal,— M) > MlE), te(-a.a)
Ans: In general, NO. P, =Pl in dist. ML R Fix) ot cont. ptsy,

or lim p,(z) = p(x)?
n—00

Ch1~6, p.2-92
Example 5.2 (Convergence of Poisson to Normal, TBp. 181-182)
Let X, ~ P(\,), n = 1,2,... with A, — co. We know that
E(X,) =Var(X,) = A\, and Mx (t) = (=D, Let

E(Zzn)=0 Standardization
}4— Z :/Xn = M)/ V Dy = = Kn#(-15)

TandZa)=|
Then My, (t) = e~V My, (\/g—) = e~V high (@7 1) Because
t?
hm log My, (t) = hm —t\/ An + Al t/*/_ 1) = 5
OO xk t2 t3
oo @= 25| Lt Ee B

My (t) — e'/2, which is the mgf of N(o, 1). By continuity the-

oreml’Zn 4N (0,1), i.e., when A is large, we can approximate
( the distribution of P(\) by N(\, \).

» d ~N(O.1 compane the shape of
i.e., Zn9» Z, where Z~N(0.1) their pmf & pdf (LNp.68 £76)

* LLN and CLT < limit theorems for sum (g_x;) or average (Xa) OF vw's Xi's (data)
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o Theorem 5.3 (Weak Law of Large Numbers (WLLN), TBp. 178)
Let X1, Xs,...,X,,... be a sequence of independent random

variables with E(X;) = p and Var(X;) = o2. Jn?ikemslsﬂaﬁu féi«;\e

cs.[| Let & = % S Xi. Then X, ER [ long-run average” in the

[ — — explanation
Cdt Proof: E(X,) = pu, Var(X,) = o0*/n | of mean
« . :
Notz By Chebyshev’s mequahty,(LN‘[; 43)7 2 (LNp4!)
LNp.§3 P(Xy -l > < VU E) Ty s
€ ne

Notes. Under the same assumptions, a strong law of large
numbers (SLLN), which asserts that X, a5 (L, can be proved.

Example 5.3 (Monte Carlo integration, TBp. 179)

To calculate I(f) fo r)dx, we can generate Xq, Xo,..., X,

i.d. ~ U(0, 1) and compute I(f) = LS, f(X,). By the LLN,
(arvje—Ya T LY. e—vi,-- ,Ynom.u.df.-\l

@ will be close to E[f(X;)] = 1;(@ x1dr =1(f)asnis |
lar

E(v)=i=E[$(x0)

Ch1~6, p.2-94
Recall
Al Example 5.4 (Repeated Measurements, TBp. 179-180)
in Np8OJ | T 0t Xi,...,X, beiid. with mean p and variance o2, then
sample mean: an estimator of i X, i (. (by WLLN) E(YFE(x )=U£1/L(XL)“{E(XL|E[Z
Let A n =S u*
1 9 2
sample varia 5'2 = — X7 — . =
wum;,umbr ; < Z ’ —n4-+X42 -Zan

of OF (si2) = ==Y

. : —2 P
Because g(x) = z? is continuous, X, — p?. Next, the r.v.’s
T

X?,...,X? are i.i.d. with mean 0% + p?. By WLLN

e
Yores Vo L¥v=lS X204 R By Thm5.l,

Therefore, el P, (0% + 12) — ,U2 _ 2 item &, (Np.89
v = [
(Note % in Sy can be replaced by —= )ﬂg:-Sru in Thmi.|,LNp, 80

Lot Z~N©), T, T~
and Z,T,,---Ta independents

/I(U'-r "'U’”)/n, tn,"mo JE’/;

- Example 5.5
If X, ~ t,, then X, =5 N(0,1).4
R, S—

o~ B2/ Baln) | Note T, 551 (W) &
(Ec) If X,, ~ F, p, then mX,, — Xm as n — 60, Slutsky’s Thm
—— 1 LNp 9o
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. .. . “" can be any
Let Xl, ..., X, be 1.1.d. ~ Exponential(1), distri bution %L-a,WMe

then ,L_IX E(X) 1, 0y’=Var(X,)=1, for =1, ..., n, and

Ch1~6, p.2-95

er%mm(n,'l)
— =" Xi ~Gamma(n,1) = X, ~ lGamma(n 1).
Xa > 1 — _ L |
T = E(Xn):uX:l,Var(Xn)—aX/n—l/n Gamma.(n.n)
X951 LLN by item 6., LNp. 74
“* ( n=> n=10 n=20 n=100
1 - mean=1 - mean=1 ‘ mean=1 ‘ mean=1
var=1/5 var=1/10 var=1/20 var=1/100
pdf
Of /\ A
Xn rx/xxz«xlx\x w XKOMIK XK X XPObAKXX AORK i,
Yn_,uX g
ox/vn
S'éo.ndarﬂ-)
ization
-0 Normal Normal || ° Normal § Normal
pdf 1, 1/54) . (1, 1/10)f . (1, 1/20) (1, 1/100)
Normal Normal Normal Normal
of 0, 1) 0. 1) 0. 1) ©, 1)
Yn_,UJX
ox/vn

o—
0=
o—
o

Theorem 5.4 (Central Limit Theorem, TBp. 169)
Let Xl,Xg, ... bei. 1 d. with mean g and variance 2. Let

E(X=) =L m53(Np 93) a(uv,qa) E(Ta)=nu
s Y P 1y X'Sh = X0 = Yoy XL ar(7m) 2ot
be the average and the sum of data, respectively. Then,
(Ta - nu
cdf f —> GJE/myn' —_ ¥ Ej

lim P (Tn_w§w> = lim P (ﬁ(Xn—,u)

> <z :(ID(:C)—j

n—00 o'\/_ n—00
Stondardization}—" ,;,-,(x,,.u) Tt 4
for —oo < x < 0o, where ®(z) is the cdf of N(0,1). on —N./)
Proof. Let W; = (W;) =0 and Var(W;) = 1.]-I:et X
A\\
séandardzafroa: Zn = 0\_/2“ = \/—2?21 Wi. E(w;")™> Wi.Wa, —El-

Let M (t) be the mgf of W;’s and M (t) be the mgf of Z,,, then
n 2 n
Va0 = [u ()] = [uo ok + o () +0)]
] - g g g () g

(+ %) an=Evbal— 1+L 3 4 o } — et*/2 [because if a,, = a, (1 + %)n — €]

iy

an —> t’/a ﬁ__\_
Notes. L. Lo here bo—so mgf: of N(o,1)-> by Thms.2

1. When mgt’s do not eX1st we can use chf’s to prove it instead.

2. This is one of the simplest versions of CLT.
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Example 5.6 (Normal approximation to Binomial distribution, TBp.187)

Let Xy, Xs,..., X, beiid. ~ B(1,p), then T,, ~ B(n,p). Note

that F(X;) = p,Var(X;) = p(1—p) and E(T,) = np, Var(T,) =
np(l —p) . By CLT, _s.p

standardizaXion In—np 4
of a B(a,p) [ 1_p) » N(0, 1),
random vaniable o\ — D)

i.e., when n is large enough, we can approximate the distribution
ij(n,p) by N(np,np(1 —p)).

c¥.
p small

Note: 1. how about those distributions that can be generated from

a sum of some i.i.d. random variables? (example?)
2. (cf.) Poisson inj];)ef. 4.7 (LNp.66) and Example 5.2 (LNp.92)

<@ If you can ask every families their incomes, you will get the

Example 5.7 (measurement error (or called sampling error), TBp. 186)

e Suppose that you want to know the average income of fam-
ilies living in Taipei.= population

exact value of the average, denoted by pu.

2
Q
i

Ao

" 4 unknown >
Ch1~6, p.2-98
@However, what if you only take a random sample of, say,
Samleg) 1000 families?—>assume X, -, Xooo ane éi.d. (* 1000« on $ize ;z"é—;c“e“

with mean 4. .
e The average income of the 1000 families, denoted by X190,

is a random variable. It has an error X ;g0 — i, which is
called measurement error or sampling error. t—wnknawn

e By CLT, the error will be distributed normally, and we can
approximate P(| X000 — | < ¢) using normal distribution

Lecture Notes

- E(Xwoo)  Rfiunat normal? s
no matter what the distribution of incomes is.|g, 5.4 (o>99

Example 5.8 (experimental error)

e It is usually true that an experimental error € is a function of
a number of component errors €y, . .., €. & =5, ---,€a)

e for example, errors in the settings of experimental conditions,
errors due to variation in raw materials, and so on.

e If each individual component error is fairly small, it is possi-
ble to approximate the overall error € as a linear function of
independently distributed component errors

[appraximatrom

€ A1€E1 + ... T Ap€y . Qe
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@ Ch1~6, p.2-99
odvanced |L® By CLT, the distribution of € will tend to normal as the number
version of component errors becomes large.

M‘ This t also offers a good justification for whv in

e llu a — ULL11 L iV uviliivuvivw Ww b\J\JLL J o LlCa 11 1
(G it be . . )
statistical methods, such as in ANOVA or linear

other guantibies

with norma|

dlistribukion?

XYMl Example 5.9 (cont. Ex.5.4 in LNp.94, Repeated Measurements)
e Let X, Xo, ..., X, beii.d. with mean p and variance 0. Then,
by LLN, CLT, and Slutsky’s thiorzd@(ﬁi@ ) TeomS
— _ %> standardization LNp. 80
»!TL(XW‘P‘). c \/H(Xn—u)'»d\ N((‘) 1) cf. &Ex:mples.s'
S ST 5, s I =4
_b L why is it useful? | >
V(X —p) 2 P o A
because » N(0,1)and S;, — 0” | = - — 1 ].
o T Sz

< Reading: textbook, chapter 5
() Further reading: Roussas, chapter 8

L 5-4(LNp 94) j

Ex5.%,LNp 98

Xn -1 2 N(o, S2)
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