NTHU MATH 2820, 2025 Solution to Homework 4

Ttitiis KW OF Fothovrin

Chapter 8

Problem 7

()

When qg:=1—p € (0,1), we have

> >/ d d 1 1
p=EX)= xpg*l =p (—qm) =p— <7) = Check LN, chapterl ~ 6, page 62.
; ; dq dg\1—q P ‘

To obtain an moment estimator of p, denoted by pysvr

Thus, we find an MME of p:

- 1
PyumE = Yi

Prag 48 not defined (or meaningless) because X, is always 0, if p=10
It is easy to see that

Pyme = 1 because X, is always 1 ,ifp=1

MME is not unique and dif ferent answers may be calculated using other moments (such as the R

mome nt) .
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(b)

The likelihood function of our sample |z = (.’E

..,xn) 15

2(plz) = f(zlp) = [ flp) =pn(1 = p) ="

1»
n
=1

So the log — likelihood £(p) is

n

{(p) = log(.i”(ph:)) =n x log(p) + (le - n) x log(1 —p)
i=1
To find the MLE of p, denoted by Dy *

Lop)| = (n X% —”)

D 1—p

1
Z:‘L_l L; Xn

Check that p* is indeed a mazimizer of £(p) :

oo-(-3-Bo)

=1

X —n n
:_<n +2é1—112) <0 Note that Z:L’i—nz()

2 n 2
n n (1*]7*) )+ <27 T, *ﬂ)p* ) 2 n
n 2 T ( ( i=1 i n—(n2/ 7 ;)
Or notice — + =" i = . _ . 1 L7
p*(1—p7)

. - > 0.
p (1—p*) p(1—p*)

Thus, we find

Y7 :

. lowercase .
We usually put a tilde under a { owercase letter to emphasize
uppercase

realization of a random wvector

that it actually represents a { random vector

You may see bold letter like x in textbooks, which means the same thing.

But it is more convenient to add a tilde underneath when writing.
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Problem 9

Let’s start with a more general situation and return to §8.4 Example A later.

When the sample is from a population (unknown), which is described by the density f(~|9)7
the knowledge of 0 (unknown) yields knowledge of the entire population.

We would like to find a good estimator for 6 so that we can roughly guess the population distribution.

An estimator is a function of the sample |, while an estimate is the realization of an estimator

which is obtained once the sample is actually drawn.

’The estimator is random because samples are drawn randomly. ‘

= An estimator is a random variable, while an estimate is actually a number.

In §8.4 Example A, X is the estimator and its estimate, T, is observed to be 24.9, the author is not wrong.

(If we do the same experiment again and again, we may observe T to be 25.1, 24.5, 25.3,... and so (m.)

Problem 16
(a)
Note that f( - ‘0) is symmetric about 0, so E(X) =0, hence we cannot use X, to find any MME.

So we use the integration by parts (IBP) technique (j: udv = uv’i — j;b vdu) to calculate E(X?) :
© 9 o
Lo (X?) /OO 20637])(0 dx

0 g2 T g2 —z
:/ ewp()dx+/ ewp()da:
o 20 o o 20 o

*) (%)

0 [els)
(1) x? S 0 x —x? o x
= —a = — xexp(f>dx + —oe = — + xe:cp(— f)d:v
o o d o o . a o
( (00)

°)

o . N )
/—I—/anxp(j)dx) + (ﬁw/—/ aexp(—j)dm)
&= =€3 0 0

0 ’oo

+(~en(-2))

1S
TN
|
8
Q
Q I\&
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z2 T
(x) : do IBP with | 20 =T [vez] <z<0}
%)+ do with o o over {x —o <z
v:aexp<£> dv:exp(£>d:c
(1) . N
U= — du = —dx
(x%) : do IBP with 20 . o . over {cr EZ|0<x< oo}
vz—aexp(?/) dv:—ea:p(j)dx
U=z du = dz
(0) : do IBP with v:aexp(f) dvzexp(g)dx over {LG] oc<¢<0}
(2) o o
. ;. P— ) 0
(00) : do IBP with v 70_617)(71) do — (3.1’p<—i)dx over {T ceZ|0<zx< oo}
o o

To find an MME of o, denoted by &g *

1 & ~ SET o~ R 1 &
—ZXiQ =fy = 20%mp = |GumE = *ZXZQ
i =1 2n 1=1

MME is not unique and dif ferent answers may be calculated using other moments (such as the 4th moment).

(b)

The likelihood function of our sample r = (a:l, ,xn) s

(ol) = f(alo) = [[fele) =1 %emp(‘ '—0

7 i=1

So the log — likelihood, say ((o), is

U(o) = log(L(ala)) = (—@m%+mm®_%én

To find the MLE of o, say oy 1p

= _E+M
o=0* g o2

Check that o* is indeed a maximizer of {(o) :

d? n 230 |
)= (- —=5)

_ Z?:l ‘le

Ly :

do

1 - Yy il
= — * 2 |) = ==t
0*3 (no ;MA) <

o3

o=0*

Thus, we find

iy Xl

n

OMLE =
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Problem 18

(a)
Since E(X) = % has nothing to do with a, we cannot use 71] Z:.;l X, to estimate o.

Thus, we try to estimate o by the 2" sample moment, % 2?21 X2. Note that

fy = E(X?) = Var(X) + (E(X))2 = 9<3a2+1) +%

Using the method of moments to estimate «, denoted by Q,;p g, we require

il &= ~ SET 2 1
— X2 = = ———— Lo

Thus, we find an MME of « :
(b)

So the log — likelihood ¢() is

n

la) = log(ﬁ(a’f)) = Z (log(F(3a)) —log(T(a)) — log(T'(2c)) + (v — 1)log(z;) + (2ac — 1)log(1 — 3:0)

i=1

To find the MLE of «, denoted by &, :

3V (3a I’ (a o (2a) &
) N (n F(;a)) " F((a)) - F(;a)) + Z (log(xi) + 2log(1 — xz)))

i=1

d
—7
da (a

So the MLE of o must satisfy

3"(Ba)  IM(e) 2I"(2a)
I'(3a) I'a) I'(2a)

- _% Z: (Zog(:ci) +2log(1 — ﬂfﬁ)

aA=xpnLE

where &y, is the ML estimate of a, which is not a random variable when x is observed.

will be an MLE, the concavity of {(a) should be further calculated!

Note that an M LE must satisfy this equation does NOT imply that every value satisfying this equation
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Problem 21

(a)

Let Y = X — 0, then fy(y) = e ¥I [0,00) (y), i.e., Y ~ Exp(1).
SoE(Y)=E(X—-0)=E(X)—60=1, hence y; = E(X) =1+6.

To obtain an moment estimator of theta, denoted by éMME :

ZXi =X,=/ "2 +§MME
Thus, we find an MME of 0 :

é\MME :Ynil

(b)
Note that the support of X is not independent of 6, so we cannot find the MLE by direct dif ferentiation.
The likelihood function of our sample x = (xl, ,xn> s
2(6]e) = f((6) = T £(eilo) = [ (exp( — (z;— e>))1 .00 (@) = (exp(ne - in))l .00 (T ),
i=1 i=1 i=1

where 1 is the indicator function, Ty = min (xl, ,xn), and the last equality holds because

x| 0<z, Vi=1,...,np =12 |0 <24 ;.
~ < (1)

So the log — likelihood £(0) is

00) = log(iﬂ(ﬁlf)) = (n@ = le)l [e,w)(mm)
i=1
Since %6(9) =n>0, when 6 <z, i.e., £(0) is an increasing function when § < x;), we conclude that

QMLE = X(1)

(INTENTIONALLY LEFT BLANK)
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Problem 26
N be the size of the whole population (unknown but fized)
Lot r be the size of the recaptured population (known)
e
n be the size of the tagged population (known)

N —n  be the size of the untagged population (unknown but fized)

Let X be the number of tagged animals among the r recaptured animals.
We may view this problem as observing (doing an experiment) X ~ Hypergeometric (r, n, N — n),
where r =50, n = 100 and the pmf of X is

w ,ifzxe€ {O,...,min(r,n)} andr—x <N —n
px(lr,n) = (f)

0 , otherwise

and then we observed that x = 20 (after the experiment).

—~

Based on this result (observed that x = 20), we try to estimate N by its MLE, N :

n\ (N-n
N = argmaz Z(N | z), where Z(N | z) = px(2z|N) = w
Nez+ (7’>

Since N mazimizes Z(-| x), we have

2N +1]a) '(Z><ﬁil;")'/

i ; (] (N+1-7)(F+1-n) ol @
2 |2 | ()

I (iv) ] (N+1)(ﬁ+1—n—r+x>

O] _ ) ) <i| [@

2(N-1]2) _[@EE] /

,,2”(]/\7‘3:) L (N;1> i L <17Y> i (Z/\f\—l)(l/\]\—l—n—r—&-x)
nr nr nr
1 - — —lor— ,if —e€Z"U{0
:NMLEZK—l 53 o ’zf:ve {0}
@) ", - ’
- nr
— Nuyrp < — L%J ,z’f%¢z+u{o}
k ,ifke”
where |k]| = Z,f is the floor function.
mar{s€Z:s<k} ,ifk¢Z

Plugging all the known parameters into these inequalities and setting x = 20, we find

100 x 50 -
n_ % =250 € Z*, 50 Nyypp = 250 or 249.
X
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We can verify our answer by R :

# Define the likelihood function
likelihood <- function(N){
m <- 100 # size of tagged population
n <- N # size of the whole population
k <- 50 # size of the captured population
x <- 20 # number of the tagged population among the captured ones
return(dhyper(x, m, n-m, k))
}
N <- 130 # N should fall in a suttable range, which is determined by the support of the pmf
# Use the above inequalities to find the MLE of N
while(likelihood (N+1)/1likelihood(N) > 1 | likelihood(N-1)/likelihood(N) > 1){
N <- N+1
}
if (likelihood(N+1) == likelihood(N)) print(paste("The MLE we found are:", N, "and", N+1))

## [1] "The MLE we found are: 249 and 250"

if (likelihood(N+1) != likelihood(N)) print(paste("The MLE we found is:", N))

Let’s look at the likelihood function, note the dif ferent shades of color represents di f ferent speeds of change.
(the code is omitted)

The likelihood when N varying from 130 to 500 with other parameters fixed

250
|
0.15 ; N
! 777 Nwee
o 0.10 - .
(@] |
(@] |
_.E |
D :
X |
— 0.05 - :
0.00 — :
[ [ [ [ [ [ [ [ [
130 180 230249 280 330 380 430 480
N
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Comparing the behavior of the 2 ratios, they cross near 1 when ]/V\MLE is plugged into these ratios :

par(mar = c(4, 3, 3, 3))

plot(likelihood((130:380)+1)/1likelihood(130:380), type = "1", xlim = c(0,160), ylim = c(0.1,2)
, las = 1, col = 2, main = "", xlab = expression(hat(N)), ylab = "", xaxt = "n")
xticks <- c(seq(0, 150, by = 50))
axis(1l, at = xticks, col.axis = 1, labels = xticks + 130)
axis(l, at = 119, labels = expression(bold(249)), col.ticks = "deeppink", col.axis = "deeppink")
axis(3, at = 120, labels = expression(bold(250)), col.ticks = "deeppink", col.axis = "deeppink")

lines(likelihood((130:380)-1)/1likelihood(130:380), col = 4)
abline(h = 1, 1lwd = 1, 1ty = 1, col = 1)

points(c(119, 120), c(1, 1), col = "deeppink", pch = 19, cex = 0.5)

2)
2)

segments (119, 0.1, 119, 1, col "deeppink", lwd = 1, 1ty
segments (120, 1, 120, 2.2, col = "deeppink", 1lwd = 1, 1ty

legend("topright",

legend = c(expression(L(hat(N)+1)/L(hat(N))), expression(L(hat(N)-1)/L(hat(N)))

, expression(hat(N) [MLE])), 1ty = c(1, 1, 2), 1lwd = c(1, 1, 1)
, col = c(2, 4, "deeppink"), cex = 0.75, text.col = c(1, 1, "deeppink"))

250
I
=0 | @
L T LN=1)/L(N)
: T NyLe
1.5 — :
1.0 :
0.5 :
I I I I I
130 180 230 249 280
N
N
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View the above plot on a smaller scale : (the code is omitted)

250
|
| — L)
1.04 — : — I/_\(N—l)/L(N)
: T NmLe
1.02 - |
1.00 |
0.98 —
0.96 —

130249 630 1130 1630 2130
A
N
the red line w =1at N =249.
ZL(N ’ x)

In fact, we can find that _
ZL(N—1|z)

the blue line —
Z(N | )

>1atﬁ250.

(INTENTIONALLY LEFT BLANK)
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Problem 51
The likelihood function of our sample T = (acl, ,xn) s
n n 1 n
5(9’5) = f(£3|9) = Hf(a:lw) = H Q—nexp( — Z |z; — 9‘)
i=1 i=1 i=1

So mazimizing £ (0|x) is equivalent to minimizing h(0) := Z?:] |z; — 0|, hence Orip = argmin, h(0).

We can find (treating x as fized in h(-)) that h(6) is a continuous function of 6 and

—(2m+1)(0) +*C; , if 0 € (—o0,x))
—(2m)(0) +*C, , if 0 € [z, 7))

h<9) = Z ’xi - 9‘ = Cm+1 , if 0= Lm+1 )
i=1
(1)(0) + *Cm+2 ) Zf AS (x(m+1)’x(m+2)]
<2m) (9) + *02m ) Zf AS (x(Qm)vx(Zm-‘rl)}
(2m+1)(0) +,Copmsr » if 0 € (Tyny1,00)
2m+1 i—1
C, = Z T(j) —me , fori=1,....m
j=i j=1
2m+1 m
where< C, .1 = Z Ty o~ Z‘T(j) are some constants free of 0.
jomr2 =1
2m+1 i
C; = Z T oo T o, fori=m+1,...2m+1
j=itl j=1

<0 ,’Lf0<l'<m+1)
We seethat| —h(0) S =0 , if 0 =2(41) |, s0the minimum of his attained when 6 = (,, ;).

>0 ,if9>x<m+1)

We should avoid those points that are not dif ferentiable (h is not dif ferentiable at 1, ..., To,, . 1)

That is, T(y,11) = argmin, h(0), so

‘QMLE = X(m+1)
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We can verify our answer by R, consider the case m =100, 6 =3, o0 = 1.

Generate a sample of size 201 and observe the sample :

# Generate samples from the given distribution
rdouble_exp <- function(n, theta, sigma){

U <- runif(n, -1, 1)

X <- rexp(n, rate = 1/sigma)

return(theta + sigma * sign(U) * X)

}

set.seed(0); n <- 100*2 + 1 # m = 100
x <- rdouble_exp(n, 3, 1) # theta = 3, sigma = 1
hist(x, breaks = 31, col = rgb(1, 0, 0, 0.3), prob = T, ylim = c(0, 0.5), las = 1

curve ((exp(-abs(x-3)/1))/2, add = T, col = 2, lwd = 2, from = -3, to = 7, xlim

main = "Histogram (density-type) of our sample of size 201 (m=100)", xlab

axis(1, at = median(x), labels = expression(bold(median))

col.ticks = "deeppink", col.axis = "deeppink", lwd.ticks = 2)

B

abline(v = median(x), col = "deeppink", lwd = 2, 1lty = 2)
legend("topright", legend = "the pdf", 1ty = 1, lwd = 2, col = 2, bty = "n")

Histogram (density—type) of our sample of size 201 (m=100)

0.5 — — thep

>

n ll)
median(x)+c(-5,5))

df

> 0.3 \
2 /
C
()
0 0.2 - / \

0.1 — A

N
0.0 1 —/ M -

-2 0 2 median 4 6

Some descriptive statistics of our sample : (Note that the median is 3.02)

summary (x)
## Min. 1st Qu. Median Mean 3rd Qu. Max.
## -3.331 2.249 3.020 2.958 3.722 6.441
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We can also check 2,1 = argming h(0) :

h <- function(theta){
return(sapply(theta, function(t) sum(abs(x - t))))
}
curve(h, from = min(x), to = max(x), col = 2, las = 1, lwd = 2, xlab = expression(theta))
axis(l, at = 3.020, labels = expression(bold(median)), col.ticks = "deeppink", col.axis = "deeppink")
abline(v = median(x), col = "deeppink", lwd = 1, 1ty = 2)

1200 —

1000 —

h(x)

600 —

400 —

200

| | | | | |
-2 0 2 median 4 6

(INTENTIONALLY LEFT BLANK)
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Note that h is not dif ferentiable at x; Vi=1,...,n.

This can be seen in a small sample size case, we do another simulation with m =5 :

22

20

18 —

h(x)

10 O h at the sample points

| | | | |
1 2 median 3 4

We see that h is uneven (hence not dif ferentiable) at each sample point.

(INTENTIONALLY LEFT BLANK)
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Problem 60

(a)

The likelihood function of our sample T = (3:1, ,xn) s
$(7'|£) = f(g’r) = Hf(xz‘T) = H ;6711,;/7- _ ﬁexp< _ Z%‘/T)
i=1 i=1 i=1

So the log — likelihood £(T) is
1) = log(f(ﬂx)) = —nlog(7) — 1 ix
~ Tt
To find the MLE of T, denoted by Ty

n ’Ti x;
— (_ — 4+ le)
T=7* T T

Check that 7™ is indeed a mazimizer of £(7) :

j—;e(f) _ (” _ ’22”_190>

T2 3

T=7*

Thus, we find

(b)

We may use MGEF to solve this problem.

Since Xy, ..., X, g Exp(1), the mgf of X, is

1 1
Mx (t) = T where t < = Vi € {1,... ,n} (%)

So the mgf of Ty g is

o1 N (L) [oheres<®
- 1—(7’)(%) o L —5 ) ||SAEE & T

s 1
Since the last equality holds when — < —, as required in (x).
n T
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By the uniqueness of the MGF, we conclude that

TMLE ™~ Gamma(n, g) with E(Typg) =7

B
B8—s

(07

Recall that if W ~ Gamma(a, ) with E(W) = 5 ) , where s < f3.

, then its mgf is My, (s) = (

We can reach the same conclusion using propositions 4 and 6 at Lecture Notes, Chapterl ~ 6, page 74.

(c)

We have
. — 1 <& 1
E(Tyre) = E(X,) ZE;E(XI-) =—xnxT =7
(**) 1 177’7, 1 2
Var(Typg) = Var(X,) = 3 ZVar(Xl-) = FXnxT =

So the Central Limit Theorem implies that

X —
n=T 2 Z~N(0,1)

T/Vn

Thus, we find a normal approximation to the sampling distribution :

X, 5z~ N(T, %)

FYI:

X,
T/\/ﬁ
— 7 d
more correct and accurate to write —%—— — 7 ~ N(O7 1).

X
T/\/ﬁ

d
5 N(0,1), it is

Although it would not be confusing to write

(d)

By (**) in part (¢), we have

. — 1l & 1
E(Tyre) = E(X,) ZEZE(Xi) = XnX T =7
i=1
1y 1 2 a

Var(fypp) = Var(X,) = ZVar(Xi) = g XXt =-—

=1

which shows that Ty p 1S unbiased.
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