
p. 8-38• Theorem (MGF for linear transformation). For constants a and b, 

Proof.

• Theorem (MGF for SUM of independent r.v.’s). If X1, …, Xn are 

independent each with mgfs MX1
(t) , …, MXn

(t), respectively, then 

the mgf of S=X1+⋅⋅⋅+Xn is

Proof.

Example. If X1, …, Xn are i.i.d. ~ geometric(p), then

S=X1+L+Xn ~ negative binomial(n, p).

Proof.

p. 8-39

Example. If X1, …, Xn are independent and 

Xi ~ normal(µi, σi2), for i=1, …, n. 

Let S = a0+a1X1+L +anXn, then

Proof.

• Definition (Joint Moment Generating Function). For random 

variables X1, …, Xn, their joint mgf is defined as

provided that the expectation exists.

Example. If X1, …, Xm ~ multinomial(n, m, p1, …, pm), the 

joint pmf is:
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• Some Properties of Joint mgf



 uniqueness theorem 

X1, …, Xn are independent if and only if



 Reading: textbook, Sec 7.7
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