
p. 8-27

• Theorem (best constant predictor under MSE). 

The equality holds if and only if c=EY(Y).

Proof. 

• Theorem (best predictor under MSE). 

The equality holds if and only if g(x)=EY|X(Y|x).

Proof. 

p. 8-28

Furthermore,

Some notes for the best predictor in G3

 EY|X(Y|x) is the best predictor of Y based on X, in the sense 

of mean square prediction error

 Its calculation requires to know the joint distribution of X

and Y, or at least EY|X(Y|x) 

 EY|X(Y|x) is called the regression function of Y on X
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• Theorem (best linear predictor under MSE). 

The equality holds if and only if a=µY − bµX and b=ρXYσY/σX.

Proof. 

p. 8-30

Moment Generating Function
• Definition (Moment and Central Moment). If a random variable X

has a cdf FX, then

Some notes for the best linear predictor in G2

 EY|X(Y|x) = µY + (ρXYσY/σX)(x−µX) if (X, Y) is distributed as 

bivariate normal.

 Its calculation requires to know the means, variances, and 

covariance of X and Y.

 σY2(1−ρXY2) is small if ρXY is close to +1 or −1, and large if 

ρXY is close to 0.

 Reading: textbook, Sec 7.6

• A comparison of these minimum MSEs

 mina,b EX,Y[Y−(a+bX)]2 ≤ minc EX,Y (Y−c)2 and the equality 

holds if and only if ρXY = 0.

 ming EX,Y [Y−g(X)]2 ≤ mina,b EX,Y [Y−(a+bX)]2 and the equality 

holds if and only if EY|X(Y|x) = µY + (ρXYσY/σX)(x−µX).
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Some notes.





 In particular, 

are called the kth moments of X provided that the integral converges 

absolutely, and 

are called kth moment about the mean µX or central moment of X

provided that the integral converges absolutely. 

p. 8-32

 The (central) moments give a lot of useful information

about the distribution in addition to mean and variance, e.g., 

 Skewness (a measure of the asymmetry):

 Kurtosis (a measure of the “heavy tails”):

therefore, 

And, 

Example (Uniform). If X ~ Uniform(0, 1), then
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Laplace transformation

• Recall. How to characterize a distribution? 

(1) pdf/pmf, (2) cdf, (3) mgf

• Definition (Moment Generating Function). If X is a random 

variable with the cdf FX, then

is called the moment generating function (mgf) of X provided that 

the integral converges absolutely in some non-degenerate interval

of t.

t

g(t)

Some Notes. 

 The mgf is a function of the variable t.

 The mgf may only exist for some particular values of t.

 MX(t) always exists at t=0 and MX(0)=1

Taylor expansion

k x

p. 8-34

 If X ~ Poisson(λ), then for −∞<t<∞,

 If X ~ exponential(λ), then for t<λ,

and MX(t) does not exist for t ≥ λ.

 A list of some mgfs (exercise)

 If X ~ binomial(n, p),

 If X is a discrete r.v. taking on values xi’s with probability pi’s, 

i=1, 2, 3, …, then

Example.
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 If X ~  negative binomial(r, p),

• Theorem (Uniqueness Theorem). Suppose that the mgfs MX(t) and 

MY(t) of random variables X and Y exist for all |t|<h for some h>0. 

If
MX(t) = MY(t),

for |t|<h, then

FX(z) = FY(z)

for all z∈ℝ, where FX and FY are the cdfs of X and Y, respectively. 

Proof. Skipped (by the uniqueness theorem of Laplace transform.)

 If X ~  uniform(α, β),

 If X ~ gamma(α, λ),

 If X ~ normal(µ, σ2),

 If X ~ beta(α, β),

p. 8-36

Application of the uniqueness theorem

 When a mgf exists for all |t|<h for some h>0, there is a 

unique distribution corresponding to that mgf.

 This allows us to use mgfs to find distributions of 

transformed random variables in some cases.

 This technique is most commonly used for linear 

combinations of independent random variables X1, …, Xn

Example. If                                                        where 

p1+L+pk=1, then X is a discrete r.v. and its pmf is 

• Theorem (Moments and MGF). If MX(t) exists for |t|<h for some 
h>0, then 

MX(0)=1, 

and,

NTHU MATH 2810, 2024  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 8-37

Proof. First,

· · · = · · ·

Example. If X ~ exponential(λ), then 

Because

we get

NTHU MATH 2810, 2024  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)


