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 Corollary. Suppose that X1, …, Xn are uncorrelated and have 

same mean µ and variance σ2. Let 

then E(S2)=σ2.

Proof.

Therefore,
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 Note. The previous three corollaries also hold if 

X1, …, Xn are “uncorrelated” is replaced by 

“independent.” 

Theorem (ρ of linear transformation). 

Cor(a0+a1X, b0+b1Y)=sign(a1b1)×Cor(X, Y), 

and 

|Cor(a0+a1X, b0+b1Y)|=|Cor(X, Y)|,

i.e., |ρXY| is invariant under location and scale 

changes.

Proof. Let S=a0+a1X and T=b0+b1Y, then

Cov(S, T)=Cov(a0+a1X, b0+b1Y)=a1b1Cov(X, Y), 

Var(S)= a1
2 Var(X),    and Var(T)= b1

2 Var(Y).

Therefore,

NTHU MATH 2810, 2024  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 8-17

 Theorem (some properties of ρ).

(1) −1 � ρXY � 1.

(2) ρXY = ±1 if and only if there exist a, b ∈ℝ 

such that P(Y=aX+b)=1. 

(3) Furthermore, ρXY =1, if a>0 and ρXY =−1, if a<0.

Proof of (1).

Similarly,

0 � V ar X

σX
−

Y

σY
= 1 + 1− 2ρXY ⇒ ρXY � 1.

X

Y

Proof of (2) and (3). We see from the proof of (1),
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Similarly,

 Reading: textbook, Sec 7.1, 7.2, 7.4, 7.9

• Q: How to use expectations to (roughly) characterize the 

distribution of random variables X1, …, Xn?

g(X1, … , Xn)=Xi⇒ E[g(X)]=       : mean of Xi.

g(X1, … , Xn)=(Xi − )2 ⇒ E[g(X)]=       : variance of Xi.

g(X1, … , Xn)=(Xi − )(Xj − ) for i ≠ j 
⇒ E[g(X)]=           : covariance of Xi and Xj.

g(X1, … , Xn)=[(Xi − )/      ][(Xj − )/      ] for i ≠ j 
⇒ E[g(X)]=           : correlation coefficient of Xi and Xj.

Notes.                                         are constants, not random

µXi

µXi
, σ2
Xi
, σXiXj

, ρXiXj
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σ2
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σXiXj
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X

h(X)

X

Y

Conditional Expectation

• Recall. pY|X(y|x) or fY|X(y|x) is a pmf/pdf for y (y: random, x: fixed).

• Definition. For random vectors X and Y, the conditional expectation

of Z=h(Y) given X=x, where h: ℝm→ℝ1, is

in the discrete case, or,

in the continuous case, 

provided that the sum or integral converges absolutely.

Some Notes.

EY|X(h(Y) | X=x ): a function of x and free of Y.

EY|X[ h(X) | X=x ]=h(x).

 If X and Y are independent, then 

EY|X(h(Y)|X=x)=EY[h(Y)].
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X

Y

f(x, y): joint pdf

 Let g(x)=EY|X[h(Y)|X=x], where g:ℝn →ℝ1, then we write 

EY|X(h(Y)|X)

when x in g is replaced by X (a fixed value replaced by a r.v.). 

 Notice that g(X) is a random variable.

f(x, y): a joint pdf.

Fix x*, isf(x*, y) a pdf of y? i.e.,

fY|X(y|x*)=f(x*, y)/fX(x*) is 

a pdf of y since

EY|X(Y |x*): mean of fY|X(y|x*).

Do it for any x=x*, and get a 

function of x EY|X(Y |x)
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Example. Sample a student from an elementary school. Let

X=age (unit: year), Y=height (unit: cm)

of the student. Population: all students of the school.

 Y|X=x: a random variable (unit: cm) that represents 

the height distribution of students with age=x.

 g(x)=EY|X(Y|X=x) or EY|X(Y|x): a function maps 

from age (unit: year) to average height (unit: cm) 

of students with age=x. 

Note. EY|X(Y|x) is not a random variable. 

 g(X)=EY|X(Y|X): a random variable because it is a 

function of age X, where X is a random variable. 

Note. g(X)=EY|X(Y|X) is height, its unit is “cm”. 

 VarY|X(Y|X=x) & VarY|X(Y|X) defined similarly.

EY(Y): average height of all students; 

VarY(Y): variation of height of all students.
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• Theorem (Law of Total Expectation). For two random vectors

X (∈ℝm) and Y (∈ℝn),
EX{EY|X[h(Y)|X]}=EY[h(Y)].

In particular, let h(Y)=Yi, we have

EX[EY|X(Yi|X)]=EY(Yi).

Proof. 

(only prove it for the continuous case)

X

Y
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