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 Corollary. If X and Y are independent, 

then Cov(X, Y)=0, i.e., X and Y are 

uncorrelated. 

Proof. When X, Y are independent, 

E(XY)=E(X)E(Y)=µXµY.

X

Y

(e.g., let X~Uniform(−1, 1) and Y=X2, then 

Cov(X, Y)=0, 

but X and Y are not independent).

 However, the converse statement 

is not necessarily true. 

 Corollary. 

Proof. By definition.
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Example. If (X1, …, Xm) ~ Multinomial(n, m, p1, …, pm), then

 Because (X1, X2, X3+L+Xm) ~ 

Multinomial(n, 3, p1, p2, p3+L+pm), and 

X3+L+Xm = n−X1−X2, p3+L+pm = 1−p1−p2, 

Cov(Xi, Xj) = −npipj, for 1 � i �= j � m.

we have

 WLOG, we can get E(XiXj) = n(n−1)pipj, for i ≠ j. 
Therefore,
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 And, for i ≠ j, 

• Cov & Cor for Sums of Random Variables

Notation. In the following, let X1, …, Xn and 

Y1, …, Ym be r.v.’s and −∞ < a0, a1, …, an, 
b0, b1, …, bm < ∞ are constants.

Theorem (covariance of two sums). 

Proof. Let S = a0+a1X1+L+anXn, and 

T = b0+b1Y1+L+bmYm, then 

Recall. E(a0+a1X1+L+anXn) = a0+a1E(X1)+L+anE(Xn).
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Therefore,

Theorem (variance of sum). 

 Corollary. If X1, …, Xn are uncorrelated and

Var(X1)=L = Var(Xn) ≡ σ2 < ∞,

then 

V ar(a0 + a1X1 + · · ·+ anXn) =
n

i=1 a
2

iV ar(Xi).

V ar(Xn) = σ
2/n.

 Corollary. If X1, …, Xn are uncorrelated, then

Proof. Cov(Xi, Xi)=Var(Xi) and Cov(Xi, Xj)= Cov(Xj, Xi).
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