
p. 8-1

Expectation

• Recall. Expectation for univariate random variable.

• Theorem. For random variables X=(X1, … , Xn) with joint pmf 

pX/pdf fX, the expectation of a univariate random variable Y, where

Y=g(X1, … , Xn), g:ℝn→ℝ1,

is

if X1, … , Xn are discrete and the sum converges absolutely, or

if Y and X1, … , Xn are continuous and the integrals converges 

absolutely.

(1)

(2)

(3)

(4)
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Proof. Like the univariate case.

Q: What if Y is discrete and 

X1, … , Xn are continuous?

Notation. 

 Shorthand notation. Combine (1) and (3) by writing

and combine (2) and (4) by writing

 Riemann-Stieltjes Integral. 

x

y=g(x)

x

y=g(x)
y=g(w)
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For example, for non-negative g , and 
non-decreasing, right-continuous F,

where the limit is taken over all a=x0<x1<L<xn=b as n→ ∞

and

[Recall. The integral of g over (a, b] is defined as

maxi=1,...,n(xi − xi−1) → 0.

b

a
g(x) dF (x) = lim

n

i=1
g(xi)[F (xi)− F (xi−1)].

b

a
g(x) dx = lim

n

i=1
g(xi)(xi − xi−1).]

Note.

 g(X1, … , Xn)=Xi⇒ E[g(X1, … , Xn)]=E(Xi) ≡

 g(X1, … , Xn)=(Xi −a a  a)2 ⇒E[g(X1, … , Xn)]=Var(Xi) ≡

µXi
.

µXi
σ2Xi

.

Example (Average distance between two points). Suppose that 

X, Y are i.i.d. ~ Uniform(0, 1).

Let D=|X−Y|. Find E(D).

x

y=g(x)

x

y=g+(x)

x

y=−g−(x)
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

f(x, y) =
1, 0 � x � 1, 0 � y � 1,
0, otherwise.

 The joint pdf of (X, Y) is

Proof.

X

Y

and constants −∞ < a0, a1, …, an < ∞, 

E(a0+a1X1+L+anXn) = a0+a1 E(X1)+L+anE(Xn).

• Theorem (Mean of Sum). For jointly distributed r.v.’s X1, … , Xn
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Corollary. Suppose that µ=E(X1)=L=E(Xn). Let

E(Xn) = µ.then, 

Corollary. If X and Y are r.v.’s 

with finite means and 

P(X � Y)=1, 

then E(X) � E(Y).

Corollary. If P(a � X � b)=1 for some constants a, b, then 

a � E(X) � b.

then

For the general case, let Z=Y−X, then Z ≥ 0 with probability 

one, and therefore, 0 � E(Z) = E(Y−X) = E(Y)−E(X).

E(Z) =
∞

0
z dFZ(z) ≥ 0.

Xn =
X1+···+Xn

n
,

Ω
P

X

Y

Proof. First, if Z is a random variable with finite mean and

P(Z ≥ 0)=1,
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• Theorem. If two random vectors X (∈ℝm) and Y (∈ℝn) are 

independent (i.e., FX,Y(x, y) = FX(x)×FY(y), or

fX,Y(x, y)=fX(x)×fY(y),  or pX,Y(x, y)=pX(x)×pY(y) ),

then for g: ℝm→ℝ and h: ℝn→ ℝ, 

E[g(X)×h(Y)] = E[g(X)]×E[h(Y)].

Proof. We only prove it for the continuous case:

Corollary. For 2 independent r.v.’s X and Y, 

E(XY)=E(X)×E(Y). 

Proof. Let g(X)=X and h(Y)=Y.
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Q: For independent r.v.’s X and Y, 

E(X/Y)=E(X)/E(Y)?

 Note. E[h(Y)]≠h(E(Y)) in general, e.g., 

• Covariance and Correlation between 2 random variables

Definition. Suppose that X and Y are two random variables with 

finite means µX, µY and variances σX
2, σY

2, respectively. 

1.Let g(x, y)=(x−µX)(y−µY), then

is called the covariance between X and Y, denoted by σXY.

Y

h(Y)

E(1/Y) ≠ 1/E(Y).

≠
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2.The correlation (coefficient) between X and Y is defined as

and denoted by ρXY. 

Cor(X, Y ) = σXY /(σXσY )

3. X and Y are called uncorrelated if ρXY=0.

 A special case of covariance: 

Cov(X, X) = Var(X).

Intuitive explanation of covariance and correlation

 Covariance is the average value of the product of the deviation

of X from its mean and the deviation of Y from its mean.

 Covariance is a measure of the joint variability of X and Y, or 

their degree of association.

 Positive Covariance and Negative Covariance
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 Correlation coefficient measures the strength of the linear 

relationship between X and Y.

 Correlation Coefficient is unit free. (why?)

Theorem. Cov(X, Y) = E(XY)−µXµY.

Proof.

X

Y
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