
p. 7-44

X(i) = ith-smallest value in X1, …, Xn, i=1, 2, …, n,

X(1) = min(X1, …, Xn ) is the minimum,

X(n) = max(X1, …, Xn ) is the maximum,

R ≡ X(n) − X(1) is called range,

Sj ≡ X(j) − X(j−1), j=2, …, n, are called jth spacing.

 Remark. In the discussion about order statistics, we only

consider the case that X1, …, Xn are i.i.d. 

 Note. Although X1, …, Xn are independent, their order 

statistics X(1), X(2), L, X(n) are not independent in general.

Q: What are the joint distributions of various order statistics

and their marginal distributions?

Definition. X1, …, Xn are called i.i.d. (independent, identically 

distributed) with cdf F/pdf f/pmf p if the random variables 

X1, …, Xn are independent and have a common marginal 

distribution with cdf F/pdf f/pmf p. 

p. 7-45

Theorem. Suppose that X1, …, Xn are i.i.d. with cdf F. 

1.The cdf of X(1) is 1−[1−F(x)]n, and the cdf of X(n) is [F(x)]n.

2.If X are continuous and F has a pdf f, then the pdf of X(1) is 

nf(x)[1−F(x)]n−1, and the pdf of X(n) is nf(x)[F(x)]n−1.

Proof. By the method of cumulative distribution function,
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 Graphical interpretation for the pdfs of X(1) and X(n).

 If n=5 and F is exponential with λ = 1 per month, then 

 Example. n light bulbs are placed in service at time t=0, 

and allowed to burn continuously. Denote their lifetimes by 

X1, …, Xn, and suppose that they are i.i.d. with cdf F. 

If burned out bulbs are not replaced, then the room goes dark

at time Y = X(n) = max(X1, …, Xn).

F(x) = 1−e−x, for x≥ 0, and 0, for x< 0. 

 The cdf of Y is

FY(y) = (1−e−y)5, for y≥ 0, and 0, for y< 0,

and its pdf is 5(1−e−y)4e–y, for y≥ 0, and 0, for y< 0.

p. 7-47

 The probability that the room is still lighted after two 

months is P(Y > 2) = 1–FY(2) = 1−(1−e−2)5.

Theorem. Suppose that X1, …, Xn are i.i.d. with pmf p/pdf f. 

Then, the joint pmf/pdf of X(1) , …, X(n) is

for x1�x2�L�xn, and 0 otherwise.

Proof. For x1�x2�L�xn, 

or
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 Q: Examine whether X(1) , …, X(n) are 

independent using the Theorem in LNp.7-25.

Theorem. If X1, …, Xn are i.i.d. with cdf F and pdf f, then

1.The pdf of the kth order statistic X(k) is 

2.The cdf of X(k) is

FX(k)
(x) =

n

m=k
n

m
[F (x)]m[1− F (x)]n−m.

X(1)

X(2)

p. 7-49Proof.

X(k)

Theorem. If X1, …, Xn are i.i.d. with cdf F and pdf f, then 

1.The joint pdf of X(1) and X(n) is 

for s�t, and 0 otherwise.

2.The pdf of the range R = X(n)–X(1) is

for r≥0, and 0 otherwise.

fX(1),X(n)
(s, t) = n(n − 1)f(s)f(t)[F (t) − F (s)]

n−2
,

fR(r) =
∞

−∞ fX(1) ,X(n)
(u, u+ r) du,
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Theorem. If X1, …, Xn are i.i.d. with cdf F and pdf f, then

1.The joint pdf of X(i) and X(j), where 1�i<j�n, is 

for s�t, and 0 otherwise.

 Reading: textbook, Sec 6.3, 6.6, 6.7

fSj (s) =
�∞
−∞ fX(j−1) ,X(j)

(u, u+ s) du,

2.The pdf of the jth spacing Sj = X(j)–X(j−1) is

for s ≥ 0, and zero otherwise.

p. 7-51

Conditional Distribution

• Definition. Let X (∈ℝn) and Y (∈ℝm) be discrete

random vectors and (X, Y) have a joint pmf pX,Y(x, y), 

then the conditional joint pmf of Y given X=x is 

defined as

if pX(x)>0. The probability is defined to be zero if pX(x)=0.

X

Y

Some Notes. 

 For each fixed x, pY|X(y|x) is a joint pmf for y, since

y pY|X(y|x) =
1

pX(x) y pX,Y(x, y) =
1

pX(x)
× pX(x) = 1.

 For an event B of Y, the probability that Y∈B given X=x is

P (Y ∈ B|X = x) = u∈B pY|X(u|x).
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 The conditional joint cdf of Y given X=x can be similarly 

defined from the conditional joint pmf pY|X(y|x), i.e., 

Theorem. Let X1, …, Xm be independent and 

Xi~Poisson(λi), i=1, …, m. 

Let Y=X1+L+Xm, then

(X1, …, Xm|Y=n) ~ Multinomial(n, m, p1, …, pm),

where pi = λi/(λ1+L+λm) for i=1, …, m.

• • •× × ×× × × ×× × ×

Proof. The joint pmf of (X1, …, Xm, Y) is

pX,Y (x1, . . . , xm, n) = P ({X1 = x1, . . . , Xm = xm} ∩ {Y = n})

=

�
P (X1 = x1, . . . , Xm = xm), if x1 + · · ·+ xm = n,
0, if x1 + · · ·+ xm �= n.

p. 7-53

Furthermore, the distribution of Y is Poisson(λ1+L+λm), i.e.,

pY (n) = P (Y = n) =
e−(λ1+···+λm)(λ1+···+λm)

n

n!
.

Therefore, for x=(x1, …, xm) wheres xi∈{0,1,2, …}, i=1, …, m, 

and x1+L+xm=n, the conditional joint pmf of X given Y=n is

pX|Y (x|n) =
pX,Y (x1,...,xm,n)

pY (n)
=

m

i=1

e
−λi λ

xi
i

xi!

e−(λ1+···+λm)(λ1+···+λm)n

n!

= n!
x1!×···×xm!

× λ1
λ1+···+λm

x1

× · · · × λm
λ1+···+λm

xm

.

• Definition. Let X (∈ℝn) and Y (∈ℝm) be 

continuous random vectors and (X, Y) 

have a joint pdf fX,Y(x, y), then the 

conditional joint pdf of Y given X=x is 

defined as

if fX(x)>0, and 0 otherwise.

X

Y
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p. 7-54Some Notes. 

 P(X=x)=0 for a continuous random vector X.

 The justification of fY|X(y|x) comes from

 For each fixed x, fY|X(y|x) is a joint pdf for y, since

P (Y ∈ B|X = x) =
B
fY|X(y|x) dy.

 The conditional joint cdf of Y given X=x can be similarly 

defined from the conditional joint pdf fY|X(y|x), i.e., 

 For an event B of Y, we can write
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