NTHU MATH 2810, 2025 Lecture Notes

¢ J 1 N e
X ;) = ith-smallest value in Xy, ..., X, ,=1,2, ...,n p. 7-44

X, =min( X, ..., X, ) is the minimum, | |&9
_gl) _( 1 n) - - - [_N Xb---‘x‘-"\-m‘ﬁm(a;b)

transformations K@ = max(X,, ..., X, ) is the maﬂm% a. b : unknown
°>Z°m;f°‘*" R X, = X 1s called range, W
D,777, M \ (D) 0
=5, F X(;) = X(-1) 772, ..., n, are called jth spacing.

Q: What are the joint distributions of various order statistics
and their marginal distributions? /2

Definition. X, ..., X, are called i.i.d. (independent, identically
ke distributed) with cdf F/pdf f/pmf p if the random variables
™ X, ..., X, are independent and have a common marginal
foar “ﬁ"’) distribution with cdf F/pdf f/pmf p. |Zrbwtion: (D XngXar<---<Xn)

* Joink pm: (2 Xny=x, Way=X=>> conditional dist
Pltexpten) of X |xpy=%
= Remark. In the discussion about order statistics, we only) cagewith
consider the case that X, ..., X, are 1.i.d. x
elod] Note. Although X, ..., X, are independent, their order

Xa2€[2,3]
Xy Xy ndep]  Statistics Xy, XL’ - X (n) r€ not 1ndependet£ in general.

B

p. 7-45

(9®Theorem Suppose that X, ..., X X are 1.1.d. with cdf F.

ﬁmﬁf 1.The cdf of X ;) 1s 1-[1 —F(z)]", and the cdf of X, is [F(@)]".

123 i |2.If X are continuous and F'has a pdf f, then the pdf of X is

o | PS@=F@)]", and the pdf of X,,, is nf(z)[Fz)]""".
f:::;}? Proof. By the method of cumulative distribution function,
S Pl i
\ == P(Xyy>2)=PX:1>1,...,X,> x)°[<c~f~ﬂ‘e"°t==
\‘\mdepznden'b‘"! P(X, > 1) P(X, > 1) i[l P ]n in LNp.T-4) |
{ Fy,(2) = PXm<o)=PX;<4, X, <8
¥

P(X,<z) - P(X, <z)X[F(z)]". |ikica
fxo (@) = £ Fx,, ()

= n[l - F@)" " (5 F(2) =nf(@)l - Flz)]" "
fxo (@) = £ Fx . (x)

= n[F(2)]" ! (FF(2) = nf(@)[F()"

made by S.-W. Cheng (NTHU, Taiwan)



NTHU MATH 2810, 2025 Lecture Notes

p. 7-46

= Graphical interpretation for the pdfs of X ;) and X,,.

nf(x)[l- 7 dx j:,'(m xdx
ok %ﬂmx it
one. oes
dog(j\ -1 > ><ll) n-| ,tdx :—ﬁ'ﬂ the P\'D:)b .

O - N oS
X\, %n = choose. | 4o pull (k-3 Wdf) X\, -, Xn = choose. | 4o puk (-3 Wd})
the vest m, (X m) the RSP . (<o, X ]
(V) Feodx[1- Fea]™ ™" (V) $0adx [Feo)™

= Example. n light bulbs are placed in service at time ¢=0,

and allowed to burn continuously. Denote their lifetimes by
X, ..., X,, and suppose that they are 1.1.d. with cdf F.

If burned out bulbs are not replaced, then the room goes dark

at time Y= X(n) max(X, ..., X,).

marg?nal
cdf of Xi's| o If n=5 and F'is exponential with A = 1 per month, then

F(x)=1-¢7*, for x> 0, and 0, for < 0.
o The cdf of Yis
F(y) = (1-e™)®, for y> 0, and 0, for y< 0,
and its pdfis 5(1-e7¥)*e ¥, for y> 0, and 0, for y< 0.

p. 7-47

o The probability that the room is still lighted after two
months is P(Y>2) = 1-Fy(2) = 1-(1-e2)°.

» Theorem. Suppose that X, ..., X ., X, are i.1.d. with pmf p/pdf f.
Then the joint pmf/pdf ofX (1) 205 Xy 1S

pX(l),,X(n) (x17"'7x’n) NO&:WeCan d@%
(&)— — nlx p(x1) X - X p(y,), - marginal distributions of
— Xy, -+, Xeny, or the dist of
Of | [X 1y, Ximy (T15- o5 T oo s o
— i—n—' X flzy) X X flan), [ X, -+, Xy Srom the

for ,<z,<---<z,, and 0 otherwise. .
Why ? 22 L__—-not’a.cross product set Jom;b me/Pdf )

ﬁ."ﬁ;ﬁ, Proof. For z,<x,<---<z,

..... X(n) (:’Clﬁ A 733?1)

p(x1) X - X p(xy)

e W p(xn)
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e Focdx, p. 7-48
What does] FX X (B -+ Tn) dy - - diy, &% Soarke
U"?-P";"'J% Pz -3 < Xy <o + %2, ]
mean <

Lp — dan < X(n) < Tp + men) <ll l>g)q(b(' Fowvdxn
= Z (31 5--00im): P(CCZ'l— 5 < Xy <z, + B g nry
4 =
Of = dziy, dx;,

I

Nind < X <y, + T3 )
~ Z (11 ,,,,, ln): f(CCl) X - X f(xn) dxl .. dmn

e
(1 77777

= nlx f(a:l) X o X f(xy) dry - - day,.
= Q: Examine whether Xy, ..., X X(n) are
independent using the Theorem in LNp.7-25.

»Theorem. If X, ..., X, are i.i.d. with cdf F'and pdf f, then

I.The Pﬂf{t_he Kk order statistic X is st (x:‘ovm'ég ==
— [x (0 (@) \{ Not, can be derived from the (Q) in LNp7T-47 (exercise)
_ ( n k—1 o ek sinlor callaEn
— (1 k—1 n—k)f(x)F(CU) [1 — F(q:)] k. in Lp.7-42 :
) : . use f(x)za&’:@
2.The cdfof X 15 to prove.
o n m nm | (exercise) J
> Fx) () = X () [F (@) [1 = F(2)]" 7™ >
€ Proof. fmdx p. 7-49
%X. Xb "'/Xfl/%’ choose. | o P\O‘“L v (x—%—,x-r%z‘—)
A L X < K—-I X : . (‘w x)
Tz @ R
7%’4;%)% (1 e ne) T [Foa] (- F(?O]

' _ Forcontinuaus. riv,, P(Xepy=Xksp) )=
Py, (t) = P(Xu) < v) |Fropmpery Mu-Xewkol ot east i o

E: P(at least k of the X;’s are < x)

= > m—r Plexact m of the X;’s are < x > Xy
discrete vws?= S0 (P) [F(z)]™ [1— F(z)]"™" e;?dc'uélfvye #‘e'ren.m)(zs

> Theorem. If X Xpp oo X ., X, are 1.1.d. with cdf F'and pdf f, then

1.The joint pdf of Xjand X, is %‘;‘Qegsi;"’ wed $rom (A) in INpT-47

n—2

fx0y. X (8:t) =n(n = 1) f(s)fO)[F(t) — F(s)] 7,

for s<¢, and 0 otherwise. by the exerdise. given in LNp F-3
2.The @“ of the range R = X, —X 18

fR f fX(1)7X(n) (u u -+ ) du,<
for r>0, and 0 otherwise.

=R @K (2)
(exercise) [
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- p. 7-50
Xi,— Xn > dovse. ong. do place Tn (6% S j
lfx‘“ x““(s t)det Sixds g v ona. 4 - ‘*W;t/)
Wihat % the vest e (s,t)
‘H?Q Pmb' 4 '// (\ LN 23 ‘f(S\dSﬁt)d;b CF(IO F($J
mean ? [ 5 0 W

»Theorem. If X, ..., X

X are 1.1.d. with cdf F'and pdf f, then

.The joint pdf ofg@ and X(j), where 1<i<j<n, 1s

ﬁ”&t?_(:,; FX X (8: 1) (=D)!(j—i— 1)'(n i/ (8)f () o B
ks < Fs)] - [F(t) — Fs)P 1 = F(®)",
{Lby the exercise qiven in [Np.F-32
2.The pdf of the j™ spacing S; = X,
fs,(8) = o0 fxonyx) (W, u+ 5) du, <t
for s > 0, and zero otherwise.

for s<t, and 0 otherwise.

—X(j-1) 18

fXd),X(j)(s't)de._bl X1,-— Xn=> chose. one 4o place ™ (5% S5
f(S)liS oL = = = - 4174;(.‘{/6)

éﬁ&s | t= = = = (—a)J s)

w v gesf & = = @S E)

the prob. ﬂ T % 5 ﬁvere)si‘ - (¢t o
mean ? €D i SodsSedt
«—F(: S)—"<& ) - ?x I= F(e) (l “ éFS)J ?EHt) F(s)] U F(t)] -3

% Reading: textbook, Sec 6.3, 6.6, 6.7

Recall. Condrtional FProb. o 0 . . .
T (WNp4el~19) Conditional Distribution

* Definition. Let X (OR™) and Y (UR™) be discrete
random vectors and (X, Y) have a 1016 t pmfpyy

then the conditional joint pmf of Y given X=X is

defined as /nobabion still random

SUMm of- the
probabilities,,

Py

({Y = y}[{X = x})

1X)
mrud-—%lfuxd LBCQ LAcD.

_ P(AnB)
P(8|A) @A)

P({X:X’YZY})

11, 8( (),

P({X=x})

Px,Y(X,Y) _

joint

px(x)

marginal

=212

if px(x)>0. The probability is defined to be zero if py(x)=0.

Note X &Y plays different
»Some Notes. _ rdes in Pyix

X];::::i:dr::#o@m For each fixed x, ]_Jmm_) is a joint pmf f(;_&, since
S0y Py (Y1%) = 5y Ly Pxoy (%, Y) = ke X px (%) = 1.

= For an event B of Y, the probability that YeB given X=x is
~p(Ye3&x.x)/p(x_ x)

=£ By Ce. u)JA)(X'—X}

1 1
px(x) px (x)

P(Y € BX =x) ¥, prvix
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= The conditional joint cdf of Y given X=x can be similarly "™
defined from the conditional joint pmf ]_Jm(y|x), 1.€.,

(B={¥i<y,, - Yn<4a} Fyjx(y[x) = P(Y < y[X = x) = ¥, Pyix (ufx).
=
» Theorem. Let X, X@be independent and
— > t?l’» S et 1}

Poisson(ar+- *A'") Wp1-30) )_(Z~P01sson@l), =1, ..., m. | S22

Let Y Xt +X,,, then ‘[
— (X, ... X,,|[Y=n) ~ Multinomial (77, T, — 7,0
~ Wherep, = ¥/ ¥ttt )forz L, ..., m.

M
meanin
X X "‘

: X of X +oF X Xmi 4 of X
dep. !
(W Indep x,Jmn(At.)\‘IXpRnsson ‘

Risson Rocess -

I [ ] [} [}
Y~ Pous;ond(tw +tm))
eR™ Y:# of X < kow Y=14

3‘;‘5\,""; Pmof The joint pmf of (X, ..., X, , V) is

s et C pxy (T1,..Zm,n) = P{ X1 =21,..., Xm =2} N{Y =n})

‘nslonjy _ P(Xy=z1,....,Xp =2p), ifx1+---+x, =n,
0, ifxy+ -+ x40 £ 0 N
@ Furthermore, the distribution of Y'is Poisson(A,+---+A, ), i.e.. "
N LNp7-30
—A1 m)( N1+ X )"
py(n) = P(Y =n) = ¢ A =
Therefore, for x=(z,, ..., z,,) wheres ;€{0,1,2, ...}, i=1, m,
nd z,+---+zx,=n, the cond1t10nal joint pmf of X given Y n 1s
mgeof] A Gosxan e
XlY=n _ px, 3f:§{"fn,wm,n) o T
pX|Y(X‘n) py(n) _ —()‘1‘L""L)‘W-)()\1_|_..._|_)\m)n=xl+"'+xﬂ
P’ n!
_ n! Ay o A o
= mexan! X\ MFae ) N\ )
o Pi+---+Pmn=1.
* Definition. Let X (R"™) and Y (UR™) be
: Fot $o0)
continuous random vectors and (X, Y) s 4 area—
have a joint pdf fx y(X, y), then the —— ea=F(%)
conditional joint pdf of Y given X=x is mi
T n

E defined as LHed)

fx Y (X y) jOiIlt
— fyix(ylx) = fx(x)  marginal’ >
voried— fived =500 =7
if fx(x)>0, and 0 otherwise. N
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@ > Some Notes. ‘{xu—ﬁ <X|<ﬁ
= <Xisht3,

= P(X=x)=0 for a continuous random vector X. | z-£E<Xoxp+42

=l

= The justification of fyx(y|x) comes from ¥
{Yi<d os4e) £~ —— ok odp or Yixexgars (M-EiXoct ]
’ ) P(Y <ylx— (Ax/2) < X < x+ (Ax/2)) 2
™ Ymsgm.} B)

P(AnB)

—(Ax/2)

< FAX/2)
fx—(Ax/2) x () dt §P(A)
becomes “=" } fy Ix v (x,v)| 2T dv
X — 0 1 A\’ _ z fX,Y(xvv)
When aX~>0 ~ fx (x)| <] — f—OO fx (%) 114

(_“@For each fixed X, fyx(¥[X) is a joint pdf for y, since
Note xgy | B N
playy different | f__oofm(}jx) dy = f%(x)g fxy(x,y)dy = f%@) X fx(x) = 1.

roles [

= For an event B of Y, we can write

P(Y € BIX =x) = [, fyix(y[x) dy-
—y—
» The conditional joint cdf of Y given X=x can be similarly
defined from the conditional joint pdf fyx(y[x), i.e.,

Fyjx(ylx) = P(Y < y[X = x) = [¥_ fypx(t) dt.
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