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Then fY(y) = fX(g−1(y)) × |J|,

for y s.t. y=g(x) for some x, and fY(y)=0, otherwise.

Proof. 

(Q: What is the role of |J|?)
Y1

Y2

Y=g(X)

X1

X2

It then follows from an exercise in advanced calculus that 

fY(y1, . . . , yn) =
∂n

∂y1···∂yn
FY(y1, . . . , yn)

= fX(w1(y), . . . , wn(y)) × |J |.

Remark. When the dimensionality of Y (denoted by k) is 

less than n, we can choose another n−k transformations Z

such that 

(Y, Z)=g(X) 

satisfy the assumptions in above theorem. 

p. 7-38

 Example. X1 and X2 are random variables with joint pdf 

fX(x1, x2). Find the distribution of Y1=X1/(X1+X2).

 Let Y2=X1+X2, then

Since ∂w1
∂y1

= y2,
∂w1
∂y2

= y1,
∂w2
∂y1

= −y2,
∂w2
∂y2

= 1− y1,

x1 = y1y2 ≡ w1(y1, y2)
x2 = y2 − y1y2 ≡ w2(y1, y2).

By integrating out the last n−k arguments in the joint 

pdf of (Y, Z), the joint pdf of Y can be obtained.

Therefore,

and,

fY(y1, y2) = fX(y1y2, y2 − y1y2)|y2|,

J =
y2 y1

−y2 1− y1
= y2 − y1y2 + y1y2 = y2, and |J | = |y2|.
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Proof. For x1, x2 ≥ 0, the joint pdf of X is

fX(x1, x2) =
λα1

Γ(α1)
x
α1−1
1 e−λx1 × λα2

Γ(α2)
x
α2−1
2 e−λx2

= λ
α1+α2

Γ(α1)Γ(α2)
xα1−11 xα2−12 e−λ(x1+x2).

X1

X2

Y1

Y2

 Theorem. If X1 and X2 are independent, and 

X1 ~ Gamma(α1, λ), X2 ~ Gamma(α2, λ), 

then Y1=X1/(X1+X2) ~ Beta(α1, α2).

So, for 0�y1� 1, 

and                      otherwise. fY1(y1) = 0,

p. 7-40
 Example. Suppose that X and Y have a uniform distribution 

over the region D={(x, y): x2+y2�1}, i.e., their joint pdf is

Find the joint distribution of (R, Θ) and examine whether 

R and Θ are independent, where (R, Θ) is the 

polar coordinate representation of (X, Y), i.e.,

 Since

X

Y

R

Θ

X = R cos(Θ) ≡ w1(R,Θ),
Y = R sin(Θ) ≡ w2(R,Θ).

∂w1
∂r

= cos(θ), ∂w1
∂θ

= −r sin(θ),
∂w2
∂r

= sin(θ), ∂w2
∂θ

= r cos(θ),

fX,Y (x, y) =
1
π
1D(x, y).

X

Y

 For 0�r�1 and 0�θ�2π, the joint pdf of (R, Θ) is 

and                          otherwise.fR,Θ(r, θ) = 0,
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 By the theorem in LNp.7-25, (R, Θ) are independent.

 Example. Let X1, …, Xn be independent and identically 

distributed (i.e., i.i.d.) exponential(λ). Let

Yi = X1 + L + Xi, i = 1, …, n.

Find the distribution of Y=(Y1, …, Yn). 

[Note. It has been shown that Yi ~ Gamma(i, λ), i=1, …, n.]

 The joint pdf of X1, …, Xn is

for 0�xi<∞, i=1, …, n.
X1

X2

Y1

Y2

 Since

we have
∂wi
∂yj

=






1, if j = i,
−1, if j = i − 1,
0, otherwise,

p. 7-42

 For 0 � y1 � y2 � L � yi−1 � yi � yi+1 � L � yn < ∞, 

and                                   otherwise.fY(y1, . . . , yn) = 0,

J =

���������

1 0 0 · · · 0
−1 1 0 · · · 0
0 −1 1 · · · 0
...

...
...

...
0 0 0 · · · 1

���������

= 1, and |J | = 1.

for y≥0, and                    otherwise.fYi(y) = 0,

 The marginal pdf of Yi is
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Method of moment generating function.

 Based on the uniqueness theorem of moment generating 

function to be explained later in Chapter 7

 Especially useful to identify the distribution of sum of 

independent random variables. 

• Order Statistics

• • • • ••
X1X3X4 X2 X6 X5

X(1) X(6)X(5)X(4)X(3)X(2)

ℝ

Definition. Let X1, …, Xn be random variables. We 

sort the Xi’s and denote by 

X(1) � X(2) � L � X(n)

the order statistics. Using the notation,

p. 7-44

X(i) = ith-smallest value in X1, …, Xn, i=1, 2, …, n,

X(1) = min(X1, …, Xn ) is the minimum,

X(n) = max(X1, …, Xn ) is the maximum,

R ≡ X(n) − X(1) is called range,

Sj ≡ X(j) − X(j−1), j=2, …, n, are called jth spacing.

 Remark. In the discussion about order statistics, we only

consider the case that X1, …, Xn are i.i.d. 

 Note. Although X1, …, Xn are independent, their order 

statistics X(1), X(2), L, X(n) are not independent in general.

Q: What are the joint distributions of various order statistics

and their marginal distributions?

Definition. X1, …, Xn are called i.i.d. (independent, identically 

distributed) with cdf F/pdf f/pmf p if the random variables 

X1, …, Xn are independent and have a common marginal 

distribution with cdf F/pdf f/pmf p. 
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