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P (1A1 = 1, 1A2 = 0, 1A3 = 1)
= P (A1 ∩ A

c
2
∩ A3) = P (A1)P (A

c
2
)P (A3)

= P (1A1 = 1)P (1A2 = 0)P (1A3 = 1).

Theorem. If X=(X1, …, Xn) 

are independent and 

Yi = gi(Xi), i=1, …, n,

then 

Y1, …, Yn are independent.

Proof. 

Let i=1, …, n, thenAi(y) = {x : gi(x) � y},

p. 7-25• Theorem. X=(X1, …, Xn) are independent if and only if there 

exist univariate functions gi(x), i=1, …, n, such that

(a) when X1, …, Xn are discrete r.v.’s with joint pmf pX,

pX(x1, …, xn) ∝ g1(x1)×L×gn(xn), −∞<xi<∞, i=1,…,n.

(b) when X1, …, Xn are continuous r.v.’s with joint pdf fX,

fX(x1, …, xn) ∝ g1(x1)×L×gn(xn), −∞<xi<∞, i=1,…,n.

Sketch of proof for (b).
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Example.

 If the joint pdf of (X, Y) is

and f(x, y)=0, otherwise, i.e.,

then X and Y are independent. Note that the region in which 

the joint pdf is nonzero can be expressed in the form

{(x, y): x∈A, y∈B}.

f(x, y) ∝ e−2xe−3y, 0 < x <∞, 0 < y <∞,

X

Y

 Suppose that the joint pdf of (X, Y) is

and f(x, y)=0, otherwise, i.e., 

X and Y are not independent.

f(x, y) ∝ xy, 0 < x < 1, 0 < y < 1, 0 < x+ y < 1,
X

Y
D

p. 7-27

Q: For independent X and Y, how should their joint pdf/pmf

look like?

• Q: Given the joint distribution of 

X=(X1, …,Xn),  how to find the 

distribution of Y=(Y1, …,Yk), where 

Y1=g1(X1, …,Xn) : ℝn→ℝ, 

…, 

Yk=gk(X1, …,Xn) : ℝn→ℝ,

denoted by 

Y=g(X), g:ℝn→ℝk.

Transformation

X1

X3
X2

Y1

Y2

Y=g(X)

 Reading: textbook, Sec 6.2

X

Y

X

Y
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Method of Events

 Theorem. The distribution of Y is 

determined by the distribution of 

X as follows: for any event B⊂ℝk,

PY(Y ∈ B) = PX(X ∈ A),

where A = g−1(B) ⊂ ℝn. X1

X3

X2

Y1

Y2

Y=g(X)

 Example. Let X be a discrete random vector taking values 

xi=(x1i, x2i, …, xni), i=1, 2, …, 

(i.e.,     = {x1, x2, x3, …}) with joint pmf pX. 

Then, Y=g(X) is also a discrete random vector. 

The following methods are useful:

1.Method of Events (→ pmf)

2.Method of Cumulative Distribution Function

3.Method of Probability Density Function

4.Method of Moment Generating Function (chapter 7)

p. 7-29Suppose that Y takes values on yj, j= 1, 2, …. To determine 

the joint pmf of Y, by taking B={yj}, we have

A = {xi ∈ : g(xi) = yj}

and hence, the joint pmf of Y is

 Example. Let X and Y be random variables with the joint 

pmf p(x, y). Find the distribution of Z=X+Y. 

 {Z=z} = {(X, Y) ∈ {(x, y): x+y=z}}

X

Y

 When X and Y are independent,

p(x, y) = pX(x)pY(y),

So,

which is referred to as the convolution of pX and pY.

 (Exercise) Z=X−Y
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 Theorem. If X and Y are independent, and 

X~ Poisson(λ1), Y~ Poisson(λ2) , 

then Z = X + Y ~ Poisson(λ1+λ2).

Proof. For z=0, 1, 2, …, the pmf pZ(z) of Z is

X

Y

Z

 Corollary. If X1, …, Xn are independent, and 

Xi~Poisson(λi), i=1, …, n, 

then X1+L+Xn ~ Poisson(λ1+L+λn).

• • •× × ×× × × ×× × ×

Proof. By induction (exercise).

p. 7-31

Method of cumulative distribution function

1.In the (X1, …, Xn) space, find the region that corresponds to 

{Y1�y1, …, Yk�yk}.

2.Find FY(y1, …, yk)=P(Y1�y1, …, Yk�yk) by summing the 

joint pmf or integrating the joint pdf of X1, …, Xn over the 

region identified in 1.

3.(for continuous case) Find the joint pdf of Y by 

differentiating FY(y1, …, yk), i.e., 

 Example. X and Y are random variables with joint pdf

f(x, y). Find the distribution of Z=X+Y.

 {Z � z} = {(X, Y) ∈ {(x, y): x+y �z}}. So,X

Y

S

T
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 When X and Y are independent,

f(x, y) = fX(x)fY(y).

So,

which is referred to as the convolution of FX and FY, and

fZ(z) =
∞

−∞
fX(x)fY (z − x) dx

which is referred to as the convolution of fX and fY.

 (exercise) Z=X−Y.

fZ(z) =
d
dz
FZ(z) =

∞

−∞
f(x, z − x)dxand

 Theorem. If X and Y are independent, and 

X~ Gamma(α1, λ), Y ~ Gamma(α2, λ), 

then 

Z = X + Y ~ Gamma(α1+α2, λ).

X

Y

Z

FZ (z) =
∞

−∞

z−x

−∞
fX(x)fY (y) dydx

=
∞

−∞

z−x

−∞
fY (y) dy fX (x) dx

=
∞

−∞
FY (z − x)fX(x) dx

p. 7-33

Proof. For z≥0, 

 Corollary. If X1, …, Xn are independent, and 

Xi~ Gamma(αi, λ), i=1, …, n, 

then X1 + L + Xn ~ Gamma(α1+L +αn, λ).

Proof. By induction (exercise).

and for z < 0.fZ(z) = 0,

 Corollary. If X1, …, Xn are independent, and 

Xi ~ Exponential(λ), i=1, …, n, 

then X1 + L + Xn ~ Gamma(n, λ).

Proof. (exercise).
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 Theorem. If X1, …, Xn are independent, and 

Xi~ Normal(µi, σi2), i=1, …, n, 

then X1 + L + Xn ~ Normal(µ1+L+µn, σ1
2+L+σn2).

Proof. (exercise).

 Example. X and Y are random variables with joint pdf 

f(x, y). Find the distribution of Z=Y/X.

 Let Qz = {(x, y) : y/x � z}
= {(x, y) : x < 0, y ≥ zx}

∪ {(x, y) : x > 0, y � zx}

X

Y

then, FZ(z) = Qz

f(x, y) dxdyS

T

p. 7-35

and,

 When X and Y are independent,

f(x, y) = fX(x)fY(y).

and,

So,

 (exercise) Z=XY

 If X and Y are independent, 

X ~ exponential(λ1), and Y ~ exponential(λ2), 

Let Z=Y/X. The pdf of Z is 

X

Y

Z

for z≥0, and 0 for z < 0.

NTHU MATH 2810, 2024  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 7-36And, the cdf of Z is

for z≥0, and 0 for z < 0.

Y=(Y1, …, Yn)= g(X), 

where g is 1-to-1, so that its inverse exists and is denoted by

x=g−1(y) = w(y) = (w1(y), w2(y), …, wn(y)).

Assume w have continuous partial derivatives. Let

Method of probability density function 

 Theorem. Let X=(X1, …, Xn) be continuous random 

variables with the joint pdf fX(x1, …, xn). Let

p. 7-37

Then fY(y) = fX(g−1(y)) × |J|,

for y s.t. y=g(x) for some x, and fY(y)=0, otherwise.

Proof. 

(Q: What is the role of |J|?)
Y1

Y2

Y=g(X)

X1

X2

It then follows from an exercise in advanced calculus that 

fY(y1, . . . , yn) =
∂n

∂y1···∂yn
FY(y1, . . . , yn)

= fX(w1(y), . . . , wn(y)) × |J |.

Remark. When the dimensionality of Y (denoted by k) is 

less than n, we can choose another n−k transformations Z

such that 

(Y, Z)=g(X) 

satisfy the assumptions in above theorem. 
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