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 Marginal Distribution. Suppose that

(X1, … , Xm) ~ Multinomial(n, m, p1, …, pk, pk+1,…, pm).

For 1�k<m, the distribution of 

(X1, …, Xk, Xk+1+ L +Xm) 

is Multinomial(n, k+1, p1, …, pk, pk+1+L+pm).

In particular, Xi ~ Binomial(n, pi)

 Mean and Variance.

E(Xi)=npi and Var(Xi)=npi(1−pi)
for i = 1, …, m.

Q: P(Y ≥2X or X≥2Y)=??

 The event {Y ≥ 2X}∪{X ≥ 2Y} is

X

Y

Example. 

 Suppose that the joint pdf of 2 continuous r.v.’s (X, Y) is

f(x, y) =
λ2e−λ(x+y), x ≥ 0, y ≥ 0,
0, otherwise.
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 So, P(Y ≥2X or X≥2Y)=P(Y ≥2X)+P(X≥2Y)=2/3 because

and similarly, we can get P(X≥2Y)=1/3 (exercise).

Example. Consider two continuous r.v.’s X and Y.

 Uniform Distribution over a region D. If 

D⊂ℝ2 and 0 < α=Area(D) < ∞, then

X

Y

is a joint pdf when c=1/α, called the uniform pdf over D.

 Let D= {(x, y): x2+y2�1}, then α=Area(D)=π
and

is a joint pdf.

X

Y

f(x, y) = 1
π
1D(x, y)
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 Marginal distribution. The marginal pdf of X is 

for −1�x� 1, and fX(x)=0, otherwise. 

(exercise: Find the marginal distribution of Y.)

fX(x) =

√
1−x2

−
√
1−x2

1

π
dy =

2

π
1− x2 X

Y

 Reading: textbook, Sec 6.1

Independent Random Variables
• Recall. 

If joint distribution is given, marginal distributions are known. 

The converse statement does not hold in general. 

However, when random variables are independent, 

marginal distributions + independence ⇒ joint distribution. 
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• Definition. The n jointly distributed r.v.’s X1, …, Xn are 

called (mutually) independent if and only if for any

(measurable) sets Ai⊂ℝ, i=1, …, n, the events 

{X1∈A1}, …, {Xn∈An}

are (mutually) independent. That is, 

P (Xi1 ∈ Ai1 , Xi2 ∈ Ai2 , · · · , Xik ∈ Aik)
= P (Xi1 ∈ Ai1) × P (Xi2 ∈ Ai2) × · · · × P (Xik ∈ Aik),

for any 1�i1<i2<L<ik�n; k=2, …, n.

 If X1, …, Xn are independent, for 1�k<n, 

P (Xk+1 ∈ Ak+1, . . . , Xn ∈ An|X1 ∈ A1, . . . , Xk ∈ Ak)
= P (Xk+1 ∈ Ak+1, . . . , Xn ∈ An)

provided that 

 In other words, the values of X1, …, Xk do not carry any 

information about the distribution of Xk+1, …, Xn.

P (X1 ∈ A1, . . . , Xk ∈ Ak) > 0.
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• Theorem (Factorization Theorem). The random variables 

X=(X1, …, Xn) are independent if and only if one of the following 

conditions holds.

(1)                                                                               where FX is 

the joint cdf of X and FXi
is the marginal cdf of Xi for i=1,…,n.

FX(x1, . . . , xn) = FX1
(x1) × · · · × FXn

(xn),

pX(x1, . . . , xn) = pX1
(x1) × · · · × pXn

(xn),

fX(x1, . . . , xn) = fX1
(x1) × · · · × fXn

(xn),

(2) Suppose that X1, …, Xn are discrete random variables. 

where pX is the 

joint pmf of X and pXi
is the marginal pmf of Xi for i=1,…,n.

(3) Suppose that X1, …, Xn are continuous random variables. 

where fX is the 

joint pdf of X and fXi
is the marginal pdf of Xi for i=1,…,n.

Proof.
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X1

X2
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Remark. It follows from the Multiplication Law (LNp.4-11) that

The independence can be established sequentially.

Example. If A1, …, An ⊂ Ω are independent events, then 

are independent random variables. For example, 1A1 , . . . , 1An,
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P (1A1 = 1, 1A2 = 0, 1A3 = 1)
= P (A1 ∩ A

c
2 ∩ A3) = P (A1)P (A

c
2)P (A3)

= P (1A1 = 1)P (1A2 = 0)P (1A3 = 1).

Theorem. If X=(X1, …, Xn) 

are independent and 

Yi = gi(Xi), i=1, …, n,

then 

Y1, …, Yn are independent.

Proof. 

Let i=1, …, n, thenAi(y) = {x : gi(x) � y},
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