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(iv) FX is continuous from the right with 

respect to each of the coordinates, 

or any subset of them jointly, i.e., 

if x=(x1, …, xn) and zm=(z1m, …, znm) 

such that                then 

X1

X2

zm ↓ x,

FX(zm) ↓ FX(x).

X1

X2

(v) If                                      then 

(vi) If                                        then x1 � x′1 and x2 � x′2,

FX(x1, . . . , xn) � FX(t1, . . . , tn) � FX(x
′
1, . . . , x

′
n).

where                                                  When n=2, we haveti ∈ {xi, x
′
i}, i = 1, 2, . . . , n.

xi � x′i, i = 1, . . . , n,

FX1,X2(x1, x2) �

�
FX1,X2(x1, x

′
2)

FX1,X2(x
′
1, x2)

�
� FX1,X2(x

′
1, x

′
2).

X1

X2

X1

X2
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In particular, let                                      we getx′1 ↑ ∞ and x′2 ↑ ∞,

P (x1 < X1 < ∞, x2 < X2 < ∞)
= 1− FX1(x1)− FX2(x2) + FX1,X2(x1, x2).

X1

X2

(vii) The joint cdf of X1 , …, Xk, k < n, is

FX1(x) = P (X1 � x)
= lim

x2,x3,···,xn→∞
FX(x, x2, x3, . . . , xn).

In particular, the marginal cdf of X1 is

X1

X2

X1

X2

 Theorem. A function FX(x1, …, xn) can be a joint cdf if FX
satisfies (i)-(v) in the previous theorem.
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Joint Probability Mass Function

 Definition. Suppose that X1, …, Xn are discrete random 

variables. The joint pmf of X=(X1, …, Xn) is defined as

 Theorem. Suppose that pX is a joint pmf. Then,

(a) 

pX(x1, . . . , xn) = P (X1 = x1, . . . , Xn = xn).

pX(x1, . . . , xn) ≥ 0, for −∞ < xi < ∞, i = 1, . . . , n.

(b) There exists a finite or countably infinite set ℝn such 

that 

(c)

(d) For A⊂ℝn, 

X ⊂

pX(x1, . . . , xn) = 0, for (x1, . . . , xn) /∈ X .

x∈X
pX(x) = 1, where x = (x1, . . . , xn).

(e) The joint pmf of X1 , …, Xk, k < n, is

pX1,...,Xk
(x1, . . . , xk) = P (X1 = x1, . . . , Xk = xk)

= P (X1 = x1, . . . , Xk = xk,
− ∞ < Xk+1 < ∞, . . . ,−∞ < Xn < ∞)

=
�

(x1 ,...,xn)∈X

−∞<xk+1<∞,...,−∞<xn<∞

pX(x1, . . . , xk, xk+1, . . . , xn).

X1

X2
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In particular, the marginal pmf of X1 is

pX1
(x) = P (X1 = x)

=
�

(x,x2 ,...,xn)∈X
−∞<x2<∞,...,−∞<xn<∞

pX(x, x2, x3, . . . , xn).

 Theorem. A function pX(x1, …, xn) can be a joint pmf if pX
satisfies (a)-(c) in the previous theorem.

 Theorem. If FX and pX are the joint cdf and joint pmf of X, 

then
X1

X2

To derive pX from FX, take n=2 to illustrate: 

X1

X1

X2

X2
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Joint Probability Density Function

 Definition. A function fX(x1, …, xn) can be a joint pdf if 

(1) fX(x1, …, xn)≥0, for −∞<xi<∞, i=1, …, n.

(2) 
∞

−∞
· · ·

∞

−∞
fX(x1, . . . , xn) dx1 · · · dxn = 1.

P (X ∈ A) = · · ·
A
fX(x1, . . . , xn) dx1 · · ·dxn.

X1

A

 Definition. Suppose that X1, …, Xn are continuous r.v.’s. 

The joint pdf of X=(X1, …, Xn) is a function fX(x1, …, xn)
satisfying (1) and (2) above, and for any event A⊂ℝn,

 Theorem. Suppose that fX is the joint pdf of X=(X1, …, Xn). 

Then, the joint pdf of X1 , …, Xk, k < n, is

In particular, the marginal pdf of X1 is
X1

fX1(x) =
∞

−∞
· · ·

∞

−∞
fX(x, x2, . . . , xn) dx2 · · · dxn.

X2

X2
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 Theorem. If FX and fX are the joint cdf and joint pdf of X, 

then

fX(x1, . . . , xn) =
∂n

∂x1···∂xn
FX(x1, . . . , xn).

at the continuity points of fX.

• Examples.

Experiment. Two balls are drawn without replacement from a 

box with one ball labeled 1, 

two balls labeled 2, 

three balls labeled 3. 

Let X = label on the 1st ball drawn,

Y = label on the 2nd ball drawn.

 The joint pmf and marginal pmfs of (X, Y) are
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Q: The balls are drawn without replacement. Why do X (from 
1st ball) and Y (from 2nd ball) have same marginal distributions?

Q:P(|X−Y|=1)=??

P(|X−Y|=1) = P(X=1, Y=2) + P(X=2, Y=1) 
+ P(X=2, Y=3) + P(X=3, Y=2) = 8/15.

Q:What are the joint pmf and marginal pmfs of (X, Y) if the 

balls are drawn with replacement (LNp. 4-6)? 

p(x, y)
X

pY(y)1 2 3

Y

1 0 2/30 3/30 1/6

2 2/30 2/30 6/30 2/6

3 3/30 6/30 6/30 3/6

pX(x) 1/6 2/6 3/6

p(x, y)
X

pY(y)1 2 3

Y
1 1/36 2/36 3/36 1/6

2 2/36 4/36 6/36 2/6

3 3/36 6/36 9/36 3/6

pX(x) 1/6 2/6 3/6

p. 7-13

Multinomial Distribution 

 Recall. Partitions

 If n≥1 and n1, …, nm ≥ 0 are integers for which

n1 + L + nm = n,

then a set of n elements may be partitioned into m subsets

of sizes n1, …, nmin

n

n1,···,nm
= n!

n1!×···×nm!
ways.

 Example (LNp.2-8) : MISSISSIPPI

11
4,1,2,4 = 11!

4!1!2!4! .

 Example (Die Rolling).

Q: If a balanced (6-sided) die is rolled 12 times, 

P(each face appears twice)=??

 Sample space of rolling the die once (basic experiment): 

Ω0 = {1, 2, 3, 4, 5, 6}.
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 The sample space for the 12 trials is 

Ω = Ω0 × L × Ω0 = Ω0
12

An outcome ω ∈ Ω is ω =(i1, i2, …, i12), where 

1�i1, …, i12�6.

 There are 612 possible outcomes in Ω, i.e., #Ω = 612.

 Among all possible outcomes, there are

of which each face appears twice.

P(each face appears twice) = 

12
2,2,2,2,2,2 =

12!
(2!)6

12!
(2!)6

1
6

12
.

 Generalization. 

 Consider a basic experiment which can result in one of m

types of outcomes. Denote its sample space as 

Ω0 = {1, 2, …, m}. 

Let pi = P(outcome i appears in a basic experiment),

then, (i) p1, …, pm ≥ 0, and 

(ii) p1 + L + pm = 1.

p. 7-15

 Repeat the basic experiment n times. Then, the sample 

space for the n trials is 

Ω = Ω0 × L × Ω0 = Ω0
n

Let Xi = # of trials with outcome i, i=1, …, m,

Then, (i) X1, …, Xm: Ω → ℝ, and 

(ii) X1 + L + Xm = n.

 The joint pmf of X1, …, Xm is

pX(x1, . . . , xm) = P (X1 = x1, . . . , Xm = xm)
= n

x1,···,xm
px11 × · · · × pxmm .

for x1, …, xm ≥ 0 and x1 + L + xm = n.

Proof. The probability of any sequence with xi i’s is

and there are

such sequences.

px11 × · · · × pxmm ,

n

x1,···,xm
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 The distribution of a random vector X=(X1, … , Xm) with 

the above joint pmf is called the multinomial distribution 

with parameters n, m, and p1, …, pm, denoted by 

Multinomial(n, m, p1, …, pm). 

 The multinomial distribution is called after the 

Multinomial Theorem:

(a1 + · · ·+ am)
n

=
�

xi∈{0,...,n}; i=1,...,m

x1+···+xm=n

�
n

x1, · · · , xm

�
ax11 × · · · × axmm .

 It is a generalization of the binomial distribution from 

2 types of outcomes to m types of outcomes. 

 Some Properties.

 BecauseXi = n – (X1+L+Xi−1+Xi+1+L+Xm), and

pi = 1 – (p1+L+ pi−1+pi+1+L+pm),

WLOG, we can write 

(X1,…, Xm−1, Xm) → (X1,…, Xm−1, n−(X1+L+Xm−1)) 
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