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Jointly Distributed Random Variables

* Recall. In Chapters 4 and 5, focus on univariate random Varlable

(172,65, 120)
»However, often a single experiment will have more X, 2
than one random variables which are of interest.
X
eg. W: :.5- sg:mple ) 1
. . ;
Xi: averuge height \X,l_,/ E 2; 1 kA' + R J‘ourl;qd
Xa: averade weight X \a, &5
X3:avrage blood P
How X¢ {assoaated o X; ’I 120 An -

» Definition. Given a sample space Q and a probability measure
P defined on the subsets of Q, random variables (5 e oribial

. must be dv (
X X s X QSR ietnadon [ likes o
are said to be jointly distributed. Sae e “ W‘;’) >§(«)‘()()w))
- . . O {Xn<r}={Yr>n}
= We can regard n Jomtly distributed r.v.’s as a (3) countb process
random vector P ;- Y (w)
< G rundom variable —(X 1o e —SR” | @®--. 1
_{‘QQ For ACR", how to define the probability of {X€A} from P? " "
| Ehe graph in LNp.5-%] Oﬂglw prb. space X new 2% Space
A occurs < :
E, occurs 2, ;I’X2 )
Px,.x,(A) = P(Ex) ' 4—% "
Xi(w)
> For ACR”, R X, cross proclucf set
PX1 Xy (A) i/ o
original ({w € Q(X;(w), X ( ) € A}) \kssin N
b.
I,r))ZSure>F0rA CR, =1, ’ /\\\ X,
A
Px....x, (X1 € Ay T, c -

_({w € OX, () € Al}Q

Q{w e QX (w) € An})

» Definition. The probability measure of X (Px, defined on

subsets of R") is called the joint distribution of X, ...,
X,,. The probability measure of X, (Px, , defined on

subsets of R) is called the marginal distribution of X,.
i=1,2,--n. ©
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* Q: Why need joint distribution? Why are f: Xa. o
marginal distributions not enough? 4 @@ 2 "7;@ ‘@
» Example (Coin Tossing, Toss a fair coin Mg x. T 3
3 tlmCS, LNp5'3) P({hutlt}u{t, )%,t} U{t’: t 4{})= 3/; ma@ma.l j‘ol
P({tt t}u X,: # of head k\Xl: total # of heads

cenau||  onltoss[ o’ [ 1GR) | 268 | 338)
{tt/hJUL\o_@) 1/8 [1/16] | 2/8 [3/16] | 1/8 [3/16] | 0[1/16]
_%' ! 1(1/2) 0[1/16] | 1/8[3/16]|2/8 [3/16] |@/Q)[1/16]
= =/§_ A

= blue numbers: joint distribution of X, and X, P(ThhiY)=Yg

= (black numbers): \arginal distributions

= [red numbers]: joint distribution of another (X,”, X,"): nN'-»R*

= AL(REA tEE
= Some findings: 3= WM M%ﬂm; >(t}g§n) BLOLEAL, (t;eﬁ)( )

by thelaw o o When join tdistrlbutlon 1s given, its corresponding
&)
'f:obod prokobiliby | margmal d1str1but10ns are known €. g .

o(X,, X,)and (X,”, X,") have identical marginal "
distributions but different joint distributions.

Whea X1, Xn | & When the marginal distributions are given, the

ﬂmymw&tdst corresponding joint distribution is still unknown. There
can ﬁ'o_&mﬁd could be many possible different joint distributions.

from their (A special case: X, ..., X, are independent.)
(oo leckud) ° Joint distribution offers more information, e.g.,
+ When not observing X, the distribution of X, is:
P(X,=0)-12 P, =1)<1/2 = marginal distribution
| Xalwr=0} + When X, was M say X, =1} the distribution of
p e Jx PLX 01X =1 = (2/8)/(3/8)F23 and

P(fwlxw=1})  PA(X,=1|X,=1)=(1/8)/(3/8)7 _/_3_]5 the calculation
requires the knowing of joint distribution [maps o R

: %-\. VST s .
_©® We can characterize the joint distribution of X in terms of its
l.Joint Cumulative Distribution Function (joint cdf)
2.Joint Probability Mass (Density) Function (joint pmf or pdf)
3.Joint Moment Generating Function (joint mgf, Chapter 7)
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N > Joint Cumulative Distribution Function FX:IIZ“»IR" "

°2 _ wDefinition. The joint cdf of X=(X, ..., X ) is defined as
1 ! (z. o) Jomt =& ( ! (n) ) rand(ﬁzrand(ﬂ)
y// Fx(xl,.. ) —P(Xl xl,XQ o, . Xn acn)

e A > X,
N

= Theorem. Suppose that Fy is a joint cdf. Then,

(ﬂ) 0 < Fx(zy, ..., z,) <1, for -oo<z,<oo0, i=1, ..., n.
LN.‘S-‘? ;
:,—_-.

= llmxl,x27...7xn_)oo FX(x]_,. . .,xn) :i

PTOOf. Let Zim T o, 1 <1< n‘_{zm.-.(th'" Zum—]
) in . Tm-so0
LNp.5410 Let Ay = (=00, 21m] X -+ X (=00, Znm)]. m %) X%i
Jm Fro=a  Then, 4, T R" = lim P(Am) 7 = 1.
| lip Foo=o R Zan)® bymon e
conve
For any i€{l, ...,n}, mm%z—w) X L)X,
% ¥ 1
X,~® X,

lim Fx(x1,...,2,) =0.
T;—>—00 -
— m->00
Proof. Let z;y, | —oo, for some i.
oo forsome i, o e
Let A,, = (—00, 1] X -+ X (=00, Zimn] X +++ X (—00, Tp]
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