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Theorem. The mean and variance of a N(µ, σ2) distribution are 

µ and σ2, respectively.

The cdf of normal distribution does not have a close form. 

Proof. 

 µ: location parameter; σ (or σ2): scale (or dispersion) parameter
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Some properties

 Normal distribution is one of the most widely used 

distribution. It can be used to model the distribution of many 

natural phenomena. 

fY (y) = fX
y−b
a

1

|a| =
1√

2π|a|σe
− [y−(aµ+b)]2

2σ2a2 .

 Theorem. Suppose that X~N(µ, σ2). The 

random variable

Y=aX+b, 

where a≠0, is also normally distributed 

with parameters aµ+b and a2σ2, i.e., 

Y~N(aµ+b, a2σ2).

Proof.

 Corollary. If X~N(µ, σ2), then 

is a normal random variable with parameters 0 and 1, i.e., 

N(0, 1), which is called standard normal distribution.
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 The N(0, 1) distribution is very important since properties

of any other normal distributions can be found from those

of the standard normal. 

 Theorem. Suppose that X~N(µ, σ2). The cdf of X is

Proof. FX(x) = FZ
x−µ
σ

= Φ x−µ
σ

.

FX(x) = Φ
x−µ
σ

.

 Example. Suppose that X~N(µ, σ2). For −∞<a<b<∞, 

 The cdf of N(0, 1) is usually denoted by Φ.

 Table 5.1 in textbook gives values of Φ. 

To read the table:
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• • •

1.Find the first value of x up to the first place of decimal 

in the left hand column.

2.Find the second place of decimal across the top row.

3.The value of Φ(x) is where the row from the first step 

and the column from the second step intersect.

 For the values greater than z=3.49, Φ(z) ≈ 1.

 For negative values of z, use Φ(z)=1−Φ(−z)

 Normal distribution plays a central role in the limit theorems 

of probability (e.g., Central Limit Theorem, CLT, chapter 8)
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Normal approximation to the Binomial

 Recall. Poisson & Hypergeometric

approximations to Binomial

 Theorem. Suppose that Xn~binomial(n, p).

Define

Then, as n→∞, the distribution of Zn
converge to the N(0, 1) distribution, i.e.,

 Plot the pmf of Xn~binomial(n, p)

 Superimpose the pdf of Yn~N(µn, σn2) 

with µn=np and σn2= np(1−p).

 When n is sufficiently large, the normal 

pdf approximates the binomial pmf. 

Zn (Yn−µn)/σn 

Proof. It is a special case of the CLT in Chapter 8.

FZn(z) = P (Zn � z)→ Φ(z).
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 The size of n to achieve a good 

approximation depends on the value of p.

 For p near 0.5 ⇒ moderate n is enough

 For p close to zero or one 

⇒ require much larger n

 For example, suppose 

X~binomial(50, 0.4) and we want to 

find P(X=18), which is larger than 0. 

 With the normal r.v. Y~N(20, 12),

however, P(Y=18)=0 because Y has a 

continuous distribution

 Instead, we make a continuity correction,

 Continuity Correction (for integer-valued discrete r.v.’s)

Q: Why need continuity correction? 

Ans. The binomial(n, p) is a discrete r.v. and 

we are approximating it with a continuous r.v..
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and can obtain the approximate value from Table 5.1.

 Similary, 

and 
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Summary for X ~ Normal(µ, σ2)

 Pdf:

 Cdf: no close form, but usually denoted by Φ((x−µ)/σ).

 Parameters: µ∈ℝ and σ>0.
 Mean: E(X) = µ.
 Variance: Var(X) = σ2.

• Weibull Distribution

For α, β>0 and ν∈ℝ, the function

is a pdf since (1) f(x) ≥ 0 for all x∈ℝ, and (2)

 The distribution of a random variable X with this pdf is 

called the Weibull distribution with parameters α, β, and ν.
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p. 6-40(exercise) The cdf of Weibull distribution is

Theorem. The mean and variance of a Weibull distribution with 

parameters α, β, and ν are 

Proof.
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Some properties

 Weibull distribution is widely used to 

model lifetime (cf., exponential)

 α: scale parameter; β: shape parameter; 

ν: location parameter

 Theorem. If X~exponential(λ), then 

is distributed as Weibull with parameters α, β, and ν (exercise).

• Cauchy Distribution

For µ∈ℝ and σ>0, the function

is a pdf since (1) f(x) ≥ 0 for all x∈ℝ, and (2)
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 The distribution of a random variable X with this pdf is 

called the Cauchy distribution with parameters µ and σ, 

denoted by Cauchy(µ, σ).

The mean and variance of Cauchy distribution do not 

exist because the integral does not converge absolutely

Some properties

 Cauchy is a heavy tail distribution

 µ: location parameter; σ: scale parameter

 Theorem. If X~Cauchy(µ, σ), then 

aX+b~Cauchy(aµ+b, |a|σ).

Proof. (exercise)

The cdf of Cauchy distribution is

for −∞<x<∞. (exercise)

 Reading: textbook, Sec 5.4, 5.5, 5.6
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