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• • • • • •

 The parameter λ is called the rate and is the average 

number of events that occur in unit time. (This gives an 

intuitive interpretation of E(X)=1/λ.)

p. 6-20

 The rate parameter λ is the same for the Poisson, 

exponential, and gamma random variables.

 The exponential distribution can be thought of as the 

continuous analogue of the geometric distribution.

 Theorem (relationship between exponential, gamma, and 

Poisson distributions, Sec. 9.1, textbook). Let

1. T1, T2, T3, …, be independent and ~ exponential(λ), 

2. Sr=T1+L+Tr, r=1, 2, 3, …,

3. Zi be the number of Sr’s that falls in the time interval 

(ti−1, ti], i=1, …, m, where 0= t0 < t1 < ··· < tm < ∞.

Then, 

(i) Sr ~ gamma(r, λ). 

(ii)Z1, …, Zm are independent, 

(iii)Zi ~ Poisson(λ(ti– ti−1)),

(iv) The reverse statement is also true.
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 Theorem. The exponential distribution 

(like the geometric distribution) is 

memoryless, i.e., for s, t ≥ 0,

where X ~ exponential(λ). 

Proof.

 This means that the distribution of the 

waiting time to the next event remains the 

same regardless of how long we have 

already been waiting.

 This only happens when events occur (or 

not) totally at random, i.e., independent of 

past history.

p. 6-22

Summary for X ~  Exponential(λ)

 Pdf:

 Cdf:

 Parameters: λ > 0.
 Mean: E(X)= 1/λ.
 Variance: Var(X)= 1/λ2.

F (x) =

�
1− e−λx, if x ≥ 0,
0, if x < 0.

f(x) =

�
λe−λx, if x ≥ 0,
0, if x < 0.

 Notice that it does not mean the two events 

{X > s+t} and {X > s} are independent.

• Gamma Distribution

Gamma Function

 Definition. For α > 0, the gamma function is defined as

 Γ(1) = 1 and Γ(1/2) =        (exercise)

 Γ(α+1) = αΓ(α)

Γ(α) =
∞
0 xα−1e−x dx.
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Γ(α/2) =
√
π(α−1)!

2α−1(α−1
2
)!

 Γ(α)=(α−1)! if α is an integer

 if α is an odd integer

 Gamma function is a generalization of the factorial functions

For α, λ>0, the function

f(x) =

�
λ
α

Γ(α)x
α−1e−λx, if x ≥ 0,

0, if x < 0,
is a pdf since (1) f(x) ≥ 0 for all x∈ℝ, and (2)

Proof. By integration by parts,

Proof.

Proof.

p. 6-24
 The distribution of a random variable X with this pdf is 

called the gamma distribution with parameters α and λ.

The cdf of gamma distribution can be expressed in terms of the 

incomplete gamma function, i.e., F(x)=0 for x<0, and for x ≥ 0,

µ = α/λ and σ2 = α/λ2.

Proof.

Theorem. The mean and variance of a gamma

distribution with parameter α and λ are 
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Some properties

 The gamma distribution can be used to model the waiting 

time until a number of random events occurs

 When α=1, it is exponential(λ)

 T1, …, Tn: n independent exponential(λ) r.v.’s 

⇒ T1+L+ Tn ~ Gamma(n, λ)

 Gamma distribution can be thought of as a continuous 

analogue of the negative binomial distribution 

 A summary

 (exercise) 

Discrete Time
Version

Continuous Time
Version

number of events binomial Poisson

waiting time until 1st event occurs geometric exponential

waiting time until rth events occur negative binomial gamma

p. 6-26

 α is called shape parameter and λ scale parameter 

(Q: how to interpret α and λ in terms of waiting time?)

 A special case of the gamma distribution occurs 

when α=n/2 and λ=1/2 for some positive integer 

n. This is known as the Chi-squared distribution 

with n degrees of freedom (Chapter 6)

Summary for X ~ Gamma(α, λ)

 Pdf:

 Cdf:

 Parameters: α, λ > 0.
 Mean: E(X) = α/λ.
 Variance: Var(X) = α/λ2.

F (x) = γ(α, λx)/Γ(α).

f(x) =
λ
α

Γ(α)x
α−1e−λx, if x ≥ 0,

0, if x < 0.
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