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Lecture Notes

* Relation between the pdf and the cdf p. 65

Theorem. If F'y and fy are the cdf and the pdf of a continuous
ebbwdip | random variable X, respectively, then

tar \QFx (@) 7 P(X <2) = [* fx()

< )dy for all —co<z<oo
by nition \ /
ede” | P(Xé(-&xl)
Tos | W fx(2) F Fy(r) = 2 Fx(x

——Fx(x) at continuity points of fy
Caleulus oaer -t 7 =
b I}
"1 e Bdx = F (6)- F( ) ' .
For wntinuous r.v. X \ s 2 z ol

when F is given = J= s known can m =0
WIUE ﬁt :‘sgiven #F’; is k’mwn atﬂl& d-‘swrbfmutfy

1 Iope Cz
oints o discontinuous p'l:s\ $
» Some Notes P o5 £ sfope
» For —00<a<b< o0 .. nm&.??efeﬂh‘al;ks

" P(X € (a.b]) of F J
EE@P(@ <X< b)T/ (b) — Fﬂ?j’b ( £

(-4
F(x)dx F(
= The cdf for continuous random variables i

has the same interpretation and pro]%Lrtles | l Z Pfﬂ
as discussed in the discrete case ( LNp.5-9~1I
better way

» The ongla difference 1s in plotting F'y. In discrete case, there are
m& Jumps (step function). In continuous case, FX is a (absolutely)

contionows| o inyogis non-decreasing function. F,
3 is differentiable
V.S & L’:nose everywhere .

» Example (Uniform Distributions) © s 0 g
= If —co<a<B<oo, then | area
oar Ype
dca<b<p f( ) B_ia’ ifa<z< g, 01— 8-a l
L= = " I @
'%)l‘l v 0, otherwise, ec ® “a o ®
For d<a<b<B,
is a pdf since (2 Soodax = —b:-g‘-‘
1. f(x) > 0 for all azERﬁand ngmys < (a. _g;r‘f’ h
1 Prob ang i\ ent:c.a.@
Z.f_oof f © prob. o< length of
= ﬁTloé(ﬁ — CU) :L :‘n‘berva,l.
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p. 6-7

= [ts corresponding cdf'is
" 0, if x < a l .
= / fy)dy ={ =2 _ita<e<B, g4
—o0 L1, ifz>g6.
= (exercise) Conversely, it can be easily checked that F'is a cdf
and f(x)=F" (z) except at x=0 and x=[ (Derivative does n_ot‘l
exist when z=a and x=[3, but it does not matter.) [check LNp.59
— — e (34 ) ,-——01
Elci:luc:sn Q;g/zasftg :)m;acfépgn t«i calculation of prob.
= An example of Uniform distribution is the r.v. X in the

Uniform Spinner example (LNp.6-1) where o =—Ttand B=mt
* Transformation PAf Fi(x)= Vo, for -m<x<T

Q: Y=¢(X), how to find the distribution of ¥?

CY.

4=2(x)

“éﬁggh = Suppose that X is a continuous random
Wps+2]  variable with cdf Fy and pdf fy. | 9@>3®. ff“ﬂ x
=X A of g(a)g(b),ifa>b 4=9x)
= Consider Y=¢(X), where g is a strictly 3‘ g\%,\“
monotone (increasing or decreasing) :; Yo
function. Let R, be the range of g. “gly) é
@ = Note. Any strictly monotone function has an inverse function, "
Le., g I exists on Ry. Fyty)
> The cdf of ¥, denoted by Fy bt 4
—(D.Suppose that ¢ g 1s a strlctly increasing function. For yERy,
el Fr() = P(Y <) et B
mdugmg_mt- = P(g(X)<y)= P(IX < 9_1£yf) .
X< contrnaous = Fx("'().
?l"d die Suppose that g is a strictly decreasing function. For ye Ry,
Isc —
Seontimous| Fy (y) = P(Y <) (Plxe . s*fw))-F(a"w_)l “
_ 1
= (g(X) <y)=PXx9" z'mm‘

‘“Xisa - Xég ") =1/- F(@(ﬁ) J
continuous r.v. ¥ q1_ FX( (y)) :n genera.

Fx is . Theorem Let X be a continuous random variable
e nondecrensi
e one-to-one® | Whose cdf F'y possesses a unique inverse F'y~L. Let | joctn

Ostictly | Z=F'(X), then Z has a uniform distribution on [0, 1T.\w# &=
i cxeo.swg

o Jump T "'VF"Q”’g_' F—' RY [01] 0, if z<o0.
@continuous | Proof. For 0<2<1, Fz(z) = Fx(Fx'(2)) :{Z __J

1, i 2>,
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N = Theorem. Let U be a uniform random variable on [0, 1] and a

F'is a cdf which possesses a unique inverse F~!. Let

shickly f?(zFl(_U),'then the cdf of X is F,_[can be relxalTo any cfs,
inc [ - - = — [ nq di:
i B I S e

Proof. Fx(z) = Fy(F(z)) = P(U < F(z)) = F(2).
f-:[n'axb:'d « The 2 theorems are useful for pseudo-random number” ALE

. . : : R_wae computer to generate random,
T generation in computer simulation. mumbere, with aﬂ;_s Fied
weem L= The key is to generate U(0, 1) random numbers. distnbutron.

distribution . )
whh =0 o larger slope > more Xi's | o X is r.v. > F(X) is r.v.
2 - . Smaller‘slope#fmr Xis

n X, .., X, rv.’swith cdf
T - LFWFMj
___________ => (X)), ..., F(X,): r.v.’s with

________ : distribution Uniform(0, 1)

ngl, ..., U,: r.v.’s with distribution

Uniform(0, 1)C-rmpendentl

> F'(U,), ..., F'(U,): .v.’s
with cdf F

2
& p. 6-10
» The pdf of Y, t
Y': conbinuous r.v.eo-gld_ © t_,_g.eg%g ed by IX
1.Suppose that g 1s a differentiable strictly increasing function.
’ For yERX> g l J * wonbinuous (BP"exisl:s ond s also
B ) = g W) = g Pl () Stk oreast
RPN () 1oy |99 W)
x = fx(g7'(y = fx(97 (¥ :
What i§ $¢ Ry ? xl )>|_dL_|>o xlg™ W) dy
>f,(y1=0]| 2.Suppose that g is a differentiable strictly decreasing function.
For yeR,, ([p.6-8 g~ exists and (s al;j
90 - d d : :
Frlo) = ACFy() 2 L Pl () Sty deereasin
dg~! _ dg~!
~ = —rxla Y — reoon| 2.
| Y 1«0 Yy

Theorem. Let X be a continuous random variable with pdf
fx- Let Y=¢(X), where g is differentiable and strictly
monotone. Then, the pdf of ¥, denoted by f, is

@) e fy(y)zfx('g—l(y})|d9;_:fw

—5

for y such that y=g(z) for some x, and f,(y)=0 otherwise.

Y
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p. 6-11

é = Q: What is the role of |dg~'(y)/dy|? How to interpret it?
4=3(x)
%4 g
dy ( {Zﬁj
e dx x tﬁf %ijis ow
| lange

. (#3755 |
f » Some Examplg’sg.m Given the pdf fy of random variable X,

» Find the pdf f,, of Y=a X+b, where aZ0. J{friebl., monotone
y—>b

y=g(@)=ax+b = z=g '(y) =

a

fr(y) = fX( b) : =p(Ys<
€
plecewise |al EBrg,KO, R(4)=P(Y< 9

Sl:vtd:(y
e toon = P(Yy=x<0)=RE K
1
- 1

goetoonep Find the pdf f,- of Y=1/X ;

y2

1

= - = ‘ :‘—y
Y

For 4>0. (@) =P(Y<Y)
r9 —ng(ix<€>}u{><>!/5})

= F(0)+ [~ F,(V4) N

@ ‘.L.@F ind the cdf Fy and pdf f,, of Y=X2. |piecewise. strictly monotone "
- ; but not one-to-one

Bamplel_ " Fy(y) = P(Y <y)= (\/_<X<\/§)

in LNp.5-12 P(X € (=00, /y]) — P X € (=00, —/7))
[‘rr] (-00 c‘j\('oo 'r _z Fx(\/_) Fx(— y) 1fy > 0,
" - { 0, Tc.reasmg 1f y < 0.
iﬁmﬂ r:mt o For y > 0, Lp ]bnrt
Frlo) = S Frln) = rFXm)"— Ex(-vo)]

ol x (VI fx (—/Y)

= fx(VY) - 79]‘}(( VY) - m:

3 For <0, = 0.
ory fY( ) Kﬁm&ﬁms 3! gw

P'°‘=‘>°’ Q: How to find the cdf Fy and pd fY for general piecewise
dg:'yy
strlctly monotone transformatlon £ o= Z 5 §(4; 8 4

Si= (!, iFIx stk gc(xc)= 4,
9 0. othenwise

€ : How to obtain F-;(y)]
2

%) % @@@ .@x L-l Srom (%) 2
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» Expectation, Mean, and Variance p- 6-13

efinition. If X has a pdf fy, then the expectation of X is
defined by (@I in discrete case
E(X) = f—ooﬁ' Fx(z) dw,ﬁ/pm\:.tha.t X near X

0o
d
provided that the integral converges absolutely S-°° 1%| fux0dx <°°B
®Example (Uniform Distributions). If

e%wxl ()l

L ifa<z<p
likely _ B—a’ 1o — M f@)
example fx(x) { 0, otherwise,
in LNp5-13}hen 3 1 1 22 |8 L
EX) = /azzsﬁ_adatzi-ﬁ_aa o
_ LB _axp i
D2 F=a 1o need to assume @ has inverse
»Some properties of expectation or g is piecewise g%ncﬁymm
gfgggte Expectation of Transformation If Y—g(X) then
LNp.5-1

G 20 F /o v~ fr() dy 5 [, 0lx) - fx (o) do,=Ela(]

provided that the integral converges absolutelycRecokus. substiutios

ru‘e 3‘3"‘) ||9
Proof. The proof is given in LNp.6-16 3’&2.3:‘3243*«)
P . . . p. 6-14
diorote Expectation of Linear Function. For g, beR, Sixed constants

ez g pTTN)
since E(aX +b) = [°__(az +b)fx(z) dx
EvY? x

= af" x-fx@)dz+b["_fx(z)dz=a-E(X)+b.

>(DDefinition. If X has a pdf fy, then the expectation of X is also

Defiattion called the mean of X or fX and denoted by > SO that
in WNp5-1b Sixed value

px = B(X) =[O - fx(z) d.
The variance of X (or f) is defined 3s_,»z (discrete case)

i‘"}i‘f;?'LﬁfIEfY)-Var(X = E[(X —ux)?] = 2 (= px)? - fx(z) do

T Y= (X-Uy) Lﬁxed onstart

and denoted by 0% . The Oy is called the standard deviation.
. %fudduej =

“hecic)” Some properties of mean and variance {0 (X-MF Fzodx
INpSAY~5| d vari f . = (%0 (- 2Un+u*) §Rdx
5.7 |= The mean and variance for COIltlI.lu01'lS. = (% 2 fdx

random variables have the same intuitive] 3 I (% x Soodx
gzsazba interpretation as in the discrete case. + U7 S oodx

C.5. _ =
519 BVar(X) = BOC) - [BOOP <~ ~ECD-am s ]
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