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* Relation between the pdf and the cdf p. 65

heorem. If F'y and f are the cdf and the pdf of a continuous
random variable X, regpectively, then

Fx(x) T PX<z)=["_ fx ()
?;gﬁgeﬁ ron \?(Xe(m,x])/
Fundometal

Thmos | W fx(z) % Fx(x) = —d‘i Fx(x) at continuity points of fy
Cateras L— Ix
\“ 3 5' d = 5 b - a
For continuous r.v. Q So Bloadx=F(b- K@)

when [ is given = F is known

can define fx =0 ;
when Fx s given S F s known ;E: ‘fbti drscontinuity P Pt_?" slope Ca
» Some Notes

of 5 113
= For —oo<a<b< 00 P( ( 1) o:on;&;:&‘exedthlg-sq
5-10,(5> == X€(a.b \ 1 _pas
@P(a<){<b)/ (b) — P

fx(z)dz. Pt
) / S"fi’(x)dx s im

A. b
= The cdf for continuous random Varlables
has the same interpretation and prope

cdf
erties )f-’-'&
as discussed in the discrete case LNp.5=9~II

)dy for all —co<z<oo

a b
better way | The onlglvdifference 1s in plotting F'y. In discrete case, there are
m& Jumps (step function). In continuous case, FX is a (absolutely)
2—'&_;’-4'4!&,;_4 continuotis’ non- decreasmg function.

[F:x is differentiable
almost everywhere.

» Example (Uniform Distributions) 0 s 0 e
n [f —oo<a<[3<o0, then

| area
aca<b<p 1 T < B e % pe
<a<b< —, HHa<x </, : ! 8-o
jf(?‘; -1 [ fx) = { f—a °

0, otherwise, ®ab 8 %a 5 B
For oi<a<b<@8, R
1s a pdf since (o Soddoe= 2= ‘

. f(z) > 0 for all azeRﬁand < ggbrntem;/s (B> wth

1 prob, ane idemsical,

2 s @de = o 550 @ ot o feng of

1
— B-a (6 - 04) = 1. interval .

B
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@ = [ts corresponding cdf is p. 67
if x < a,

z 0,
T— : x
—oo L1,  ifz> 3

= (exercise) Conversely, it can be easily checked that F'is a cdf~:L

and f(x)=F" (x) except at x=0 and x=[3 (Derivative does not
exist when z=a and =, but it does not matter.) [check LNp .59
oo — e ((3X4) ,——j
El;iemc;n ﬁ%sfzf: :)m;acfép;n th: calculation V::F prob.
» An example of Uniform distribution is the r.v. X in the
Uniform Spinner example (LNp.6-1) where a=—Ttand B=TL

PAf fix)="/atr, for -m<x<Tw
[ducrete| Suppose that X is a continuous random ®‘ -§—4

case, . e i\e.,g@<g(b), Fa<b
Wps2]  variable with cdf F'y and pdf fy. ga»gi) fas | o

e Transformation
— Q: Y=¢(X), how to find the distribution of ¥?

» Consider Y=¢g(X), where g is a strictly j’ Sh—
monotone (increasing or decreasing) R ng-\
function. Let EX be the range of g. 3y ‘@é

@ = Note. Any strictly monotone function has an inverse function, "
i.e., g~! exists on Ry Fe(@)
>The cdf of ¥, dengted by £, vty 4
—(D.Suppose that g is a strictly increasing function. For yERy,
Tuefor | poy — PV <y) sameevert
any rvs,( — — . — Q:
inclugn:ngﬁ = P@X)<y =PX<g (v)
X< continuous = Fx(g"'(y)
and Suppose that g is a strictly decreasing function. For ye Ry,

Y<dc‘sc. e cdf
cortiious| Fy (y) = P(Y <) (M@)_EM 'iq:/
= (g(X )<y)=P(Xxg amdm‘
Vv W Xégl)—/aﬁwl)
continuous ) = 1- Fx(g '(y)). T genera

Fx is n Theorem Let X be a continuous random variable
:mﬁrﬁ? whose cdf F'y possesses a unique inverse F'y~L. Let

@strictly | 7= X(X) then Z has a uniform distribution on [0, 1T.
mcreaswg

eTvo Jump 7 F"g=’3.' F-' Ry= [°1] 0. if z<o0,
(@ontinsous | proof, For 0<z<L1, Fz(z) = FX(F L(2)) :{
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= Theorem. Let U be a uniform random variable on [0, 1] and
% L F'is a cdf which possesses a unique inverse F!. Let
sickly | X=F1(U), then the cdf of X is F._[can be reloxed %o
;masmg i > goF S e e ot anss: ke
nuous
 Proof. Fx (z) = Fyy(F(z)) = P(U < F(x)) = F(x)
= The 2 theorems are useful for pseudo-random numbe/-m%Lgi

R _wae computer to generate vandom
generation in computer simulation. mmw”;f’ with, a.gp;_-_ggeﬁsi_

key 1s to generate U(0, 1) random numbers. distribution.

o langec sl:pe: more Xi's [ o X 1s r.v. with cdf F'= F(X) isr.v.
e Smaller > J
e X X X, s with edf F

Cindependery—
=> (X)), ..., F(X,): r.v.’s with

-------- | distribution Uniform(0, 1)

p. 6-9

aUy, ..., U,: r.v.’s with distribution
Umform(O l)ﬁ?ndepmdentl

> F\(U), ..., F' (U n): LV.’S

y 5 ; iy
T BRG] with cdf F N

@ > The ¢ p df of Y denoted by fy almost everywhere is enough” o

Y: continuous v,
1.Suppose that g 1s a dlfferentzable strictly increasing function.

For ye iy, mémm 9 exists and is also
Y (fy(y) = d—yFy( ):d—FX S'cht(ytncreQSL
dg '(y) y)|
f)'c(g (y))—d >—of x (g~ )) dy :

B (LNp.6-8 LPl{ﬁ"ex.ists and (s alz-]
L () L (1 Fx(g (y))) | Strickly decreasi

x oo w9 ) AT ()
= el )P = et |2,

Theorem. Let X be a continuous random variable with pdf

fx- Let Y=¢(X), where g is differentiable and strictly
monotone. Then, the pdf of Y, denoted by fy, is

@ e fy(y)zfx('g—l(y})|d9;_;<wj

=
for y such that y=g(z) for some x, and f,(y)=0 otherwise.
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é = Q: What is the role of |dg~!(y)/dy|? How to interpret it? .

d
e _ gl
dﬂa P d‘Cg- 2 Zf Yi
dy (fr- rond W 4% 3 B
S (s dy
- X 4 2 > 2 Nz
& o x tat d2Tslow @:'gfm

1
Z| lange

d¢ _qin_ 1 _ | =
| [ ﬁﬁ?"f TZTL‘ @: Why taking 1-12)
f » Some Examplg'sg.m Given the pdf fy of random variable X,
= Find the pdf f, of Y=a X+b, where aZ0. f@rﬂ&l‘, monotone

y=g(x)=ar+b = z=g(y) = y;b N ‘%g—l(y) -
pecenise Fr(y) = fx (y—‘b).i
‘%‘Zfe o/l y<o, Fugr=P(¥<9)
Sretmoneh Find the pdf f, of Y=1/X. = P(Vg< O) =R
_ -~ = ‘ig_l(y)‘z\—yﬂ:i
b gro =Py
>0, = <
" I::-Yl(!( {xs0} u{X>V4l)
=KOtI-FRYy

@ ‘ﬁL.@Find the cdf Fy and pdf f, of Y=X2. [piecewsse skrictly monotone >
o - B but not one-to-one

Fy(y) = P(Y <y)=P(—/y< X<y

j P(X € (=00, /y]) = P(X € (=00, =\/%))

Fx(V9),= Fx(=y3), ify>0,
0, = —if y < 0.

e
in LNp.5-12
417 )= (-00.[7 ]\ (<0.,<[9)

o ’ Tncreasing|| decreasing
m‘s;ﬂs r;m:tas "8 For y >0, LP————-QM"; N L_‘l‘po.rt
d d I
fr(w) = - Frv) = o rfx<@£Fx<—@j/\'
— 1 o x(vV\rx (=)
= fx(VY) - ﬁ@fx(—\/@) EN

4 Fory <0, fy(y) = 0.
Y Kfivﬁl:e PfGCCS 31,."’»3-!14
P"°’°->°)- Q: How to find the cdf Fy and pdf f, for general piecewise

Y strictly monotone transformation? -l dgi'y
A 4=90x) % ﬁ@): :’; & &(8"(3)),_4_3_

Si= { (l) , I I sk Jiw)=Y,

95 , othenwise

=iy . Q- How o obtain B(D)
X Y
i { @@ ® From P9 2 R

made by S.-W. Cheng (NTHU, Taiwan)



NTHU MATH 2810, 2025
éa

» Expectation, Mean, and Variance

0

JZ

E(X) =

SDefinition. If X has a pdf fy, then the expectation of X is
widon |defined by G

Lecture Notes

p. 6-13

S~ in discrete case

oL fX(x) dl’,ﬁ/

prob. that X near X

provided that the integral converges absolutely
®Example (Uniform Distributions). If

§ 11 fuoodx < oo}

LNp.5-1

—, ifa<z<p
— B—a’ — fla)
example fx () { 0, otherwise,
lﬂrLNP-g"B hen 38 9 B 1
b = el 2
« B — 2 B -« a | _ . .
_ L p-a? i
2 B—a 2
» Some properties of expectation
discrete
case.

00 need to assume @ has inverse

or & is piecewise strictly monotone
Expectation of Transformation. If Y=¢(X), then

0

] 200 5 J

— OO

v fy(v) dy = [ o) - fx(x) d, =Ela]

provided that the integral converges absolutely <

[c5) 4

Since//E(aX +b) = [7_(az +b) fx(z) dz
E(Y) a > x-fx(z)de+b["

In Colculus, substitution
rule: Y¥=9x) E
Proof. The proof is given in LNp.6-16 ;’&f:‘gd‘u};l
- Expectation of Linear Function. For g, beR, p- 6-14
discrete T
case. W‘ .
LNp5-b Yeax+b | ElaXHb)=a-E(X)+h

fxed constants

fx(z)dr=a-FE(X)+0.

0

px = E(X)

The variance of X (or fy) is defined as
'Oll:f ‘_'_—__I
X hromssr [EYEVar(X) = E[X — zx)

!_OO z- fx(x) dz.

pDefinition. If X has a pdf fy, then the expectation of X is also
—on) Called the mean of X or fy and denoted by
inWNpS-1b o

,*Lzlé,_so that

Sixed value

> (discrete case)

=T @ —ux)? - fx(z) da,
T Y=(X-Ux 9 e i T ixed i:%?nt.
and denoted by o% . The Oy is called the standard deviation.
S T fiedwdie T =
“hecic ) Some properties of mean and variance (oo (XMT T2 x
: : = (% (=26 ™) @ dx
= The mean and variance for continuous | _ (> 25 0dx
random variables have the same intuitive I f: x Soodx
dhscrete. interpretation as in the discrete case. + U T 5 odx
[ _ <0
WNp-5-19) RVar(X) = E(X?) — [E(X)]? < =BG )
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