NTHU MATH 2810, 2025 Lecture Notes

p. 6-1

Continuous Random Variables
 Recall: For discrete random variables, only a finite or countably
infinite number of possible Valug with positive probability (>0)°

» Often, there is interest in random variables that can take (at
least theoretically) on an uncountable number of possible values,

e.g Note. observed doka, ¥ s
23 always discrete . clefuned by
. prob.>07?
(0,800) «the wei ghtxof a randomly selected person in a population, Ans. NO.

(o, ) «the length of time that a randomly selected light bulb works,

a,2) «the error 1n experimentally measuring the speed of light.

—forsome a, .4)
rees, °°)>Example (Uniform Spinner, LNp.3-6, 3-18): “

gm iy = (-1, 1 or N={x.4)| ¥+y*<r?} “

(23.8))\JFor (a, b]CQ, A(a, b]) = (b=a)/(21) OfP(Aﬂ———

areaA) fry X
P{w3)=0 !- Consider the random variables: Sor Ac (7 n
for YweL X:Q >R, and X((,o) = w for WeQ, {Eaf
Range of X: (-1, nl--uncounéable set £ N
& p. 6-2

Q=+ R, and Y(w)=tan(w) for weQ.
Range of Y (—00, 0o0) * Uncountable set

N>R or >R |
Then, X and Y are random variables that takes on an

uncountable number of possible values - defoned by the ‘range of r.v”

i‘@Some properties about the distribution of X (or Y), ie, Bk (orB)

all. o =
X = = =0, fi eR.

LNp3-i8 o Py({ x}zcklj({w}) 2, for any z

= Probability for X to take any single value 1s zero <—

— ‘Wﬁy St happen?
o oBut, for -1t <a<b<T, tNm_un
Px({X ¢ (a, b] D=A(a. b)) = (0-a)/@m) > 0. {_sem. %

= Positive probability (>0) is assigned to any (a, b]

= Q: Can we still define a probability mass function for X*

No.*:
Q: If not, what can play a similar role like pmf for X? Pm{-(x)-

B(x=x)
- N fx) =20
d‘fw‘%t“ C;':\b,;{‘“""‘s Recall. Find area under a cutve afgg;;?d area
cartaie | uncouskable by integration S>>0, bt z §oo
Z= S (uncountable sum)| aeaf)=S; 500dx=0) ¢ a b B
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@+ Probability Density Function and Continuous Random Variable &2
Lo it plays a somslar vole like pmf for discrete TV

» Definition. A function f: R—R is called a probability density
function (pdf) if [density: B, mass =densiby xvolume | (——\ 4% p"’_}_ fdf

'(?:n‘;g;)é' 1. f(x) > 0, for all z&€(—00, 00), and = S
Lo [T fa)da =1, [Fmwbld] a8
>Definition: A random variable X is called [$a:not) (area=pobability)

i . : a———— | probability

continuous 1f there exists a pdf f such that ——
KeBX for any set B of real numbers f" areq. ot unigee

[EBP (X € BY) = [ flo) da [t "L
= For example, Px(a < X <b) = f f(z)dz. @

+ 8=[la.b] —
heorem. If fis a pdf, then there must exist a l\’ed orea = Fx) dx

continuous random variable with pdf f. = &(x-%<)(<x+§")

. Sketch of proof. fof F(x)ff_:ﬁtﬂt, then show l-—-%q/,yo VR 1
that F (%) is a cdf (exercise , check LNp.5-T~io0, (313)(4)) defined ao

Then,, by the theorem 10 [Np.5-1I, -Hm exast o Lﬁ(Xé(""’a"DJ

YV X st B ((aib]) = Fby-Flay= S $xyd., 5

éa

> Some properties |- ¥ =Plxeteo x)=Pke(.0))=F(x-)
» Px({X =z}) :f_;f(y)dy = 0 for any z€R 5;“:"?“ 'e.
Sifmd% = [t does not matter whether the intervals are open or close, i.e.,
P(X € [a,b]) = P(X € (a,b]) = P(X € [a,b)) = P(X € (a,b))
?}_iﬁﬂ- It is important to remember that the value e area=prob.[==>pmf
rXwige?| of a pdf f(z) is NOT a probability itself *but f‘” ';!_:'@~

Hint.Consider not prob
fw=foo [a It is quite possible for a pdf to have value greater than’ 1 ;{ié;i
<1

at
ﬁy %Q: How to interpret the value of a pdf f(x)? For small dz2* !

& Isﬂnggf b-a<l

& drscrete v P(:I:——<X<:B+dw)—fm+2 f(y)dy ~ f(x) - dx.

lun‘ggge?Ans.‘_{_ez.

fNu; by cf. = f(x)dz 1s a measure of how likely it is that X will be near x
-; -

>We can characterize the distribution of a e i §@>5) ,1‘_}...‘

———ﬁcontmuous random variable in terms of its | then X s more (ikely
Note cde to {mke Value near /]

isaetned \ 1 .Probability Density Function (pdf) . 3

Cumulative) Distribution Function (cdf) l 2"
.Moment Generating Function (mgf, Chapter 7)
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