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 So, N2 ~ Poisson(11), P(N2 = k) = 11k·e−11/k! and

Summary for X ~  Poisson(λ)

 Range: 

 Pmf:

 Parameter: 0<λ< ∞

 Mean: E(X)=λ
 Variance: Var(X)=λ

X = {0, 1, 2, ...}
fX(x) = λ

xe−λ/x!, for x ∈ X

• Hypergeometric Distribution

Experiment: Draw a sample of n (�N) balls without replacement

from a box containing R red balls and N−R white balls

 Let X be the number of red balls in the sample

 Q: What is P(X=k)? 

 Example. The Committee Example (LNp.5-6).

 (cf.) If drawn with replacement, what is the distribution of X?
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(Notice that             when either t<0 or r<t.) 
�
r

t

�
≡ 0

• • •
Probability Mass Function

 Theorem. For k = 0, 1, 2, …, n, 

proof. 

 (exercise) Show that the following function is a pmf.

NTHU MATH 2810, 2023  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 5-42

Theorem. The mean and variance of hypergeometric(n, N, R)

are

µ = nR

N
and σ2 = nR(N−R)(N−n)

N2(N−1) .

 The distribution of the r.v. X is called the hypergeometric

distribution with parameters n, N, and R. 

 The hypergeometric distribution is called after the 

hypergeometric identity:

proof. 

p. 5-43

Theorem. Let Ni→∞ and Ri→∞ in such a way that

where 0 < p < 1, then

pi ≡ Ri/Ni → p,

Ri

k

Ni−Ri

n−k

Ni

n

→
n

k
pk(1− p)n−k.
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 Reading: textbook, Sec 4.6, 4.7, 4.8.1~4.8.3

Summary for X ~  Hypergeometric(n, N, R)

 Range: 

 Pmf:

 Parameters: n, N, R∈ {1, 2, 3, …} and n�N, R�N

 Mean: E(X)=nR/N

 Variance: Var(X)=nR(N−R)(N−n)/(N2(N−1))

X = {0, 1, 2, ..., n}
fX (x) =

�
R

x

��
N−R

n−x

�
/
�
N

n

�
, for x ∈ X
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