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Lecture Notes

Expectation (Mean) and Variance "
* (Q: We often characterize a person by his/her height, weight, hair
color, .... How can we “roughly” characterize a distribution?

T Definition: If X is a discrete r.v. with pmf f and range A, then the

“o| expectation (or calle&lﬂ expected value) of X is X = {7:., - "ﬁ"}

& Gogam) LX) = Locxfx(z), [mSen) |5 %
provided that the sum converges absolutely. &%*P"f;&“m]

» Example. If all value in X’ are equally likely, then E(X)g ="x=.'+ +%n

is simply the average of the possible values of X. L
» Example (Committees, LNp.5-6). In the committees
example, 5 50 100 50 5
EX)=0-—+4+1-—+4+2 - — 44— = 2.
(X)=0 210 + 210 * 210 9 210 + 210 &

_&

o) . . on averagel , 2 women
A g Example (Indicator Functlo Eﬂ the commibios )

= For an event ALIQ, the indicator function of A is the
——> RV 14 (w) = 1, ifwe€ A, {2a=1}={A occurs}
A\W) = 0, ifwé¢ A 1La=0} ={Anot occur}

B

éa

» Itsrange X is {0, 1} and its pmfis o $x1=0.if x& X p. 514
f0)=P(A9)=1-P4) and f(1)=PA),

for a p.m. P defined on Q. %M“%%) may ok
= So, E(14)=0-[1—P(A)]+1-P(A) =P(A).

- » Intuitive Interpretation of Expectation @Dﬁ%’.\.“c e & x;_-e_*fx(x)ﬂ)]

pesble | w Expectation of a r.v. parallels the notion of a weighted |
outcomes . - .
o5 the rv. average, where more likely values are weighted higher than

pm§ les.s likely Values.. | O=x§§x£‘-(x)- EX)X. ;y(")
n It is helpful to think of the expectation] _ > Eix 'E‘_el
as the “center” of mass of the pmf. XEX (x- ))fx(x)
¥ o center of gravity: If we have a rod with weights f,(x
i —LK—E
A at each possible points x,’s then the point at which the

¥a#2BsE | rodis balanced is called the center of gravity.
f% s ¢ &

p(-1)=.10, p(0)=25, p(l)=230, p(2)=.35
= §p¥ .~ e o

1 2 — :
te > A = center of gravity
'I‘EEHZI L‘ ‘*?—-——-!‘ (=1)%0.14040.25+1% 0.3+ x 03C =

B

made by S.-W. Cheng (NTHU, Taiwan)



NTHU MATH 2810, 2023

Lecture Notes
« » Expectation can be interpreted e,g.fepeaf 10000 times,, | . 515
as a long-run average (. Law Igt,n?dla%d’z;:n)sgi:i:\ et )
of Large Number, Chapter 8) Z"e“: abm; (000 tines) wthe o
ndom : 000 : =0
* Expectation of Transformation [o=A(" & o m%‘ i
= » Theorem. If X is a discrete r.v. with range X and pmf f; let
g — 4
Y = g(X), ,discrete tv. To caleulate E(;),
| I not necessaxg
de‘?""vt'; and Y be the range ofg%be the pmf of Y, then frest obtain $.&
£}
from $ic EY) = Zyey yfy (y) = ;xe)( 9(z) fx(x), o t? k"c_'w theY
by the . cf. 3t =E(9(x) distribution i ,

Thm in | provided that the sum converges absolutely,
LNp 5-12 l

| Z glalfy(gkoo
proof. > g(@)fx(z) £ > { > gl=)fx(x)}

[zE7}- —{ucy v by Thm in LNp5-12.)
= DYy > fx@=) yfr(y)
yey  wex yey
9(z)=y _j/)
= X2 - 2 — 2
= Example. Y= X?, 1lg(Y)ﬁ D owex T fx () _E‘F(X_)

— p. 516

M9 e
» Theorem. For a, ‘Ig € R, E(aX+b) = a-E(X)+b.
proof. |Fixed constants| L{a transformabion of X - Y=aX+b) '}
E)=B(aX +8) = > (az+b)fx(x) = a3 afx(@)] + b fx (o)
&

TEX rEeX TEX
3X - 3X+3
e— —
T, — ] |
> ll .
==
| 3 EX)
e Mean and Variance. g:g%\

LPL o .. v— ) .
» Definition. The expectation of X is also called the mean of X
o fixed

o e and/or fﬁ . The variance of X (and/or fg) is defined by  [E(v)
I I |
— X,

=Tar(X)
devaton,) vV ar(X) = E[(X )’ =2 pex (@ — px) fx(z). 7
X from provided that the sum converges. Ua tassformation of X, VY= (X -Ux)*

same dait ———,
Why{~2)s The E(i ) is often denoted by /I, and Var(X) by 0% . Also,
having same) o X = V0% is called the standard deviation of X JPT?’:E;,
l_ — no N

&
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unit as X <+
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