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 Q: Given an event A0⊂0, what is the probability that A0

occurs k times in the n trials?

 Problem Formulation: Let Ai⊂ be

Ai  {A0 occurs on the ith trial}, and

Q: What is P(Xk)?

(Note. A1, …, An are assumed to be independent events.)

X = 1A1
+ · · ·+ 1An ,

 Example (Roulette, n=4, k=2, LNp.3-4).

 Let Wi {Win on ith Game}

Li Wi
c  {Lose on ith Game}.

Then, P(Wi)9/19  p and P(Li)10/191p  q

 Let                                                              thenX = 1W1
+ 1W2

+ 1W3
+ 1W4

,

{X = 2} = (W1 ∩W2 ∩ L3 ∩ L4) ∪ (W1 ∩ L2 ∩W3 ∩ L4)
∪(W1 ∩ L2 ∩ L3 ∩W4) ∪ (L1 ∩W2 ∩W3 ∩ L4)
∪(L1 ∩W2 ∩ L3 ∩W4) ∪ (L1 ∩ L2 ∩W3 ∩W4)

p. 5-22
 So, 

Probability Mass Function 

 Let A1, …, An be independent events and P(Ai)p, i=1, …, n. 

 Let 

 Then, for k 0, 1, …, n,

P (X = k) =
n

k
pk(1− p)n−k.

X = 1A1
+ · · ·+ 1An .

proof. 

  

NTHU MATH 2810, 2025  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 5-23

 The distribution of the r.v. X is called the binomial
distribution with parameters n and p. In particular, when 
n=1, it is called the Bernoulli distribution with parameter p. 

 (exercise) Show that the following function is a pmf.

 Notice that a binomial r.v. can be regarded as the sum
of n independent Bernoulli r.v.’s.

 The binomial distribution is called after the Binomial 
Theorem:

(a+ b)n =
n

k=0
n

k
akbn−k.

 Example (Bridge). Q: What is the probability that South 
gets no Aces on at least k5 of n9 hands?

 Let Ai{no Aces on the ith hand}, i=1, 2, …, 9, and

P (Ai) =
48

13
/
52

13
≈ 0.3038 ≡ p. Then,

p. 5-24

P (X = k) =

µ
9

k

¶
pk(1− p)n−k.

And, 

P (X ≥ 5) =
9X

k=5

µ
9

k

¶
pk(1− p)n−k ≈ 0.1035.

Theorem. The mean and variance of the 
Binomial(n, p) distribution are

μ = np and σ2 = np(1− p).
0.0 0.2 0.4 0.6 0.8 1.0

 So,

proof. 

NTHU MATH 2810, 2025  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 5-25

Summary for X ~ Binomial(n, p)
 Range: 
 Pmf:
 Parameters: n∈{1, 2, 3, …} and 0·p· 1

X = {0, 1, 2, ..., n}

fX (x) =
¡
n

x

¢
px(1− p)n−x, for x ∈ X

p. 5-26
 Mean: E(X)np
 Variance: Var(X)np(1p) 

• Geometric and Negative Binomial Distributions

Experiment: A basic experiment with sample 
space 0 (and p.m. P0) is repeated infinite times.

 The sample space is 

  0 × 0 × 0 × 

 Assume that events depending on different trials
are independent

 Q: What is the probability that we need to perform k trials?

 For a given event A0⊂0, we continue performing
the trials until A0 occurs exactly r times
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 Example. 

 A company must hire 3 engineers.

 Each interview results in a hire with 
probability 1/3

 Q: What is the probability that 10 
interviews are required?

 Problem Formulation: 

 Let A1,A2,…⊂  be

Ai = {A0 occurs on the ith trial}, 
and

  

  

Xn = 1A1 + · · ·+ 1An
, for n = 1, 2, 3, ....

 We need: (i) Success on the 10th

interview (ii) 2 hires on the first 
9 interviews

 So, the probability is

p. 5-28
 Let Y1  smallest n with Xn ≥ 1,

Y2  smallest n with Xn ≥ 2,

…,

Yr  smallest n with Xn ≥ r,

 Q: What is P(Yrk)?

  

Probability Mass Function

 Let A1,A2,… be independent and P(Ai)p, i=1, 2, 3, …. 

 Then, for

proof. 
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 (exercise) Show that the following function is a pmf.

 The distribution of the r.v. Yr is called the negative binomial
distribution with parameters r and p. In particular, when r1, 
it is called the geometric distribution with parameter p.

 A negative binomial r.v. can be regarded as the sum of 
r independent geometric r.v.’s.

 The negative binomial distribution is called after the 
Negative Binomial Theorem:

          
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