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So, µ = 2, σ2 = 2/3, and σ = 

 Example (Committees, LNp.5-6)

 Note.

 µX and only depends on fX. They are 

fixed constants, not random numbers.

 If X has units, then µX and σX have the same 

unit as X, and variance has unit squared. 

σ2
X

Intuitive Interpretation of Variance

 Variance is the weighted average value of the 

squared deviation of X from µX.

 Variance is related to how the pmf is spread out
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Some properties of variance. 

 The variance of a r.v. is always non-negative

 The only r.v. with variance equal to zero is a 

r.v. which can only take on a single value (µX).

Theorem. For a, b ∈ ℝ, Var(aX+b) = a2 Var(X)

proof. 
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Theorem. If X is a (discrete) r.v. with mean µX, then for any c∈ℝ, 

E[(X − c)2] = σ2
X
+ (c− µX)

2.

proof. 

 Corollary. E[(X−c)2] is minimized by letting c=µX; and the 

minimum value is .

 Corollary. = E(X2) − (E(X))2. 

(Recall:                                                )

 Example (Committees, LNp.5-17). Var(X)=14/3−22=2/3.

E(X2) =
x∈X

x2fX(x).

 Reading: textbook, Sec 4.3, 4.4, 4.5

σ2
X

σ2
X

 E(Xn) is often called the nth moment of X
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Some Commonly Used Discrete Distributions

• Bernoulli and binomial Distributions

Experiment: A basic experiment with sample space Ω0 (and 

p.m. P0) is repeated n times.

 Example. (a) Sampling with replacement

(b) Coin Tossing

(c) Roulette

 The sample space for the n trials is

Ω = Ω0 ×L × Ω0 = Ω0
n

 Assume that events depending on different trials are 

independent
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