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Similarly, P(A4|B) =1/3, P(A3|B) = 2/3.

= (Q: Given that 1% coin is gold, what is the probability that

nd . . K
P(A31B)]* 2" coin is gold? B { 0. ifh—1.

Q

CAsnB o Let C'= {2 coin is gold}. P(BNC|Ay) =< 0, ifk=2,

=CNB Eﬂ@ 1 1 1 1, if k= 3.
u] P(BﬂC Bx AuA;

PBRO) =3 0435-045-1= et wmgcak«f«m

q/in _P(BNC) _1/3 _2c¢ _

» Example (TV Game Show: Let’s Make A Deal)
= The story.

1. The contestant is given an opportunity
to select one of three doors.

2.Behind one of the doors is a great prize (say, a car) and
there is nothing behind the other two doors.

3.The host knows which door contains the car, but the
contestant does not. N
. 4. After the contestant select a door, the host opens an "

key empty door that the contest did not pick.
_—

5. After opening an empty door, the host always offers the
contestant the opportunity to switch to the other
remaining unopened door.

= Q: Should the contestant switch to the other door or not?

Argument 1 (The Drunkar s Walk by L. Mlodinow): “Two
see intw%ive) {4415 are available --- open one and you win; open the other

(next slidey | and you lose ..., your chances of wining are 50/50.° &cmmmple
in 6

. Argument 2. Without loss of generality, assume that the

contestant select door 3. Let
& contestant's C-“O\CQ

= {the car is behind the door ¢}, =1, 2, 3.

P(AilB)
=9 B {door 1 is opened} J—D unopened doors . doors 2&3.
‘l——hosbs ZEO:CQ O ®
) P(A;) = P(A2) = P(A3) =1/3

)
' l door 1
2 1 o P(B|A;) =0, P(B|A) =1, (A Aq]A3)
n

P(BIM
b ) 9 ) 1)
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: } (1/3) x (1/2 e
TR T B SR UOE LR UOEE VORI OE R
H A tnob switch & win
H A |ose-y6]. Ag]B = 2/3

H A|lose- 6 }§

Plewitch & win) Slmllar result obtained if B= {door 2 1s opened }(exercise)

WLOG, assume contestant select door 3.
=2/ » Intuitive interpretation 0= ?( A- d:'H -dz) , (A-d2,H-d:) ,CA-d3,H-d0)

(g_ﬁ noC symmetric outcomes| 33 {switch to wm}/ﬂ._n_ % (A- dB.H-dzg
» Q: Why are the 3 formulas useful in calculating probabilities?
(Note: They all benefit from conditional probabilities.)
Ans: (V5 - H&H &-&ff; = POPCIA) > 0 2, g

space
(ii) f# =conditioning because the sample space is reduced from

Q to a smaller set. (e.g., in many previous examples,
P(BJA)’s are known or easier to evaluate)

* Odds and Conditional Odds P(B)> B : N
» The odds of an event B: o(B)» B : B
[ch
. P(B) P(B) o(B)
INp 3-20 - — <=> PB)=—FT=—
ae P(B°) ~ 1— P(B) PE) =T om
» The odd of event E given A: P
eva\uacFéd “c.tnd er _ P(B|A) _ PAB)/ptA) _ |P(B)P(AIB)
g s p P(B¢|A)~ p(ans®) /piay ~ |P(8°). p(AIBE)
P() P(AJF] |
o(-|1a) o(B|A) = O(B —s Bayes' rule
() afeer * g“f;;s 18y o AI‘B.)) P25 plaja
* Reading: textbook, Sec 3.1, 3.2, 3.3, 3.5 P(A)
L — —u-—:———»-
im%wmﬂmpwfb 2k Independence s Pl

* Definition (independence for 2-events case): Two events A and B
are said to be independent if and only if ([TE's @ property deFined on events
<f.

$or caleulation o (4 N B
( Cfx-'g o LNp 4 l-l The “independent’ defined on

purpose d -
1 C m vasiob Futu
Otherwise, they are said to be dependent. | \ocrases —— 3

» Notes. If P(A) >0, events A and B are independent if and only if
Tor inerpelab }P Bl A P(ANB) _ PAJP(B)
purpose
T e () PiA]
similarly, if AB) > 0, if and only if P(A|B)
Q: How to interpret the equality?new informetion J
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> Example (Sampling 2 balls, LNp.4-6~7). Events A and B were =

“independent” for sampling with replacement, but “dependent”
for sampling without replacement. P(81A)# P(8)

» Example (Cards): If a card is selected from a standard deck, let
[?,E,,,;W ﬁ A = {ace} and B={spade}. Then, [ Gas Sret9te 13"

other swit (ie2)
== 4 1 13 1
1 (re., PAANBY>PAYP(R))
PANB) = 52 (4)P(B) %‘aﬁ if P(BCIA‘) < P(B)
= Face and Suit are independent [Ne44 (e, PLATNBY< DA )P(B)

P(sla)” Theorem (Independence and Complements, 2-events case).

=P(B)-»If A and B are independent, then so are A¢ and B.< P(Bla%)=P(B)
pzef.  B=Bn =Bn(AuA‘)=(BnAYU(BNAS)

— tuall
P(8)= P(BnA)+P(BNAS) b exclusive
-""1 POOPEPENA) PR
1
= P ( B NAS) (:)P(B) P(apP(B) = p®)[1- p(A)]
:d&B L « Corollary: If A and B¢ are independent, so are A° and B° m

» Corollary: If A and B are independent and 0<P(A)<I,
0<A(B)<I, then

Al—{B [P(B) = P(B|A) = P(B|A°),
AF—Bg P(B%) = P(B®|A) = P(B°|A9),
o [P(A) = P(A|B) = P(A|B°), FYI. p(8)and p(BIA) not
P(A°) = P(A°|B) = P(A°| B°)| enough. to decide p(8|A°)
Q: What do these equalities say? lako need. o know PA). Tt because

BRETTIR 4 &)= _PB)- prpEia)
> Example.  p(a)& p(a°). weights in @ (Lp4-49) p(BlA%) T
Q: Which of the following graphs represents * and

red events are independent” (assume probability [1 area)?

(2) —L2  (b) n(c) o
u tLF 1=

cgrmbfoqi Cond-honi condition
on A

P(lA) P(BlA) ona P(sla)
1 > e < p(8) = o),

Ans.(C)]
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<:' = Q: Let event={graduate from Tsing-Hua University},
red event={your future dream will come true}.
Which of the graphs would you preferz' Ans.usually (2)

= Q: What do we prefer? independent? or dependent?«|{ It depends
» Theorem (Independence and Mutually Exclusive). &2

If A and B are mutually exclusive and P(A)>0, O Q

p. 4-22

P(B)>0, then A and B are dependent since A/ ~B
o=E® PA®)_ p(B|A) =0+ P(B). [WEiFB=g>2
" WAy © DA ' =@
Definition (independence for n-events case). Events A, ..., A, are
ﬁ,,. said to be pairwise independent iff for all 1<i<j<n;
2 events weak

o & p,0 4)) = P(A)PA),
Ay, ..., A, are said to be mutiially independent iff for k=2,
(A; N A ,) = P(A;)P(A;,), forl<i; <iy<n,
(Ail M Aig M AZ3) = P(A“)P(AQ)P(A%), for 1 <11 <i9 <ig < n,

<,

P(Ai NN Ay ) = P(As) - P(A), for1<ij<-<ip<n,
. P(Ain---0 An) = P(A):-- P(An) |:>

<:| » Note: A, ,Ag, are mutually indep.| P&
= Suppose A, ..., A, are mutually independents For 1<r<k< n,

and different t,, ..., t, brits o 41,2, ...,n}, (
For interpreation ' t@ +1 t(] {15 !, f(erercise)

purpose _—PP(Atl ;Q Atr| Atr+1 (] Atk) P(Ah il Atr)'
-’Z',.,';"é"',q = Mutual 1ndependence implies pairwise independence; but, the

T converse statement is usually not true,_s—an example in LNp.1 24

I “n events are independent” means “mutually independent”
» Example (Sampling With Replacement)

= A sample of n balls is drawn with replacement from an urn
containing R red and N—R white balls .(1

ball ( (™)
= Let A;={red on the kth draw}, then symmetnc - E‘%f.‘rz)'
n- outcomes ’
QN}gn JA}L/E_Q-P(AE)_R/N’ k=1, ..., n. #N=N" ( O o
% o5 eks |* Forall 1<4,<---<4, <n, where k=2, ..., n, N '_T
when balls - N R F =
are lobelled| P(A;, N---NA;, ):JN—_T”L]: <N) = P(A;) -

= A, ..., A, are mutually independent
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