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P (B ∩ C |Ak) =






0, if k = 1,
0, if k = 2,
1, if k = 3.

P (B ∩ C) =
1

3
· 0 +

1

3
· 0 +

1

3
· 1 =

1

3
.

P (A1|B) =
(1/3) · 0

1/2
= 0.

 Q: Given that 1st coin is gold, what is the probability that 

2nd coin is gold?

 Let C = {2nd coin is gold}. 





Similarly,

P (C|B) =
P (B ∩ C)

P (B)
=
1/3

1/2
=
2

3
.

P (A2|B) = 1/3, P (A3|B) = 2/3.

Example (TV Game Show: Let’s Make A Deal)

 The story. 

1. The contestant is given an opportunity
to select one of three doors.

2. Behind one of the doors is a great prize (say, a car) and 
there is nothing behind the other two doors.

3. The host knows which door contains the car, but the 
contestant does not.
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4. After the contestant select a door, the host opens an 
empty door that the contest did not pick.

5. After opening an empty door, the host always offers the 
contestant the opportunity to switch to the other 
remaining unopened door.

 Q: Should the contestant switch to the other door or not?

 Argument 1 (The Drunkar’s Walk by L. Mlodinow): “Two 

doors are available --- open one and you win; open the other 

and you lose …, your chances of wining are 50/50.”

 Argument 2. Without loss of generality, assume that the 

contestant select door 3. Let

Ai = {the car is behind the door i}, i=1, 2, 3.

B = {door 1 is opened}





1st 2nd
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



 Similar result obtained if B={door 2 is opened}

 Intuitive interpretation.

Q: Why are the 3 formulas useful in calculating probabilities? 

(Note: They all benefit from conditional probabilities.)

Ans: (i)繁→簡&簡&L&簡; 

(ii)簡=conditioning because the sample space is reduced from 

Ω to a smaller set. (e.g., in many previous examples, 

P(B|A)’s are known or easier to evaluate)

The odds of an event B:

• Odds and Conditional Odds
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Independence

• Definition (independence for 2-events case): Two events A and B

are said to be independent if and only if

Otherwise, they are said to be dependent. 

Notes. If P(A) > 0, events A and B are independent if and only if 

similarly, if P(B) > 0, if and only if

P (A ∩ B) = P (A)P (B).

 Reading: textbook, Sec 3.1, 3.2, 3.3, 3.5

The odd of event B given A:

and

Q: How to interpret the equality?
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Example (Sampling 2 balls, LNp.4-6~7). Events A and B were 

“independent” for sampling with replacement, but “dependent” 

for sampling without replacement.

Example (Cards): If a card is selected from a standard deck, let

 A = {ace} and B={spade}. Then,

 P (A) =
4

52
=
1

13
, P (B) =

13

52
=
1

4
,

P (A∩ B) =
1

52
= P (A)P (B)

 Face and Suit are independent

Theorem (Independence and Complements, 2-events case).

If A and B are independent, then so are Ac and B.
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 Corollary: If A and Bc are independent, so are Ac and Bc

Q: What do these equalities say?

P (B) = P (B|A) = P (B|Ac),

P (Bc) = P (Bc|A) = P (Bc|Ac),
P (A) = P (A|B) = P (A|Bc),

P (Ac) = P (Ac|B) = P (Ac|Bc).

 Corollary: If A and B are independent and 0<P(A)<1, 

0<P(B)<1, then
A B

Ac Bc

Example. 

 Q: Which of the following graphs represents “green and 

red events are independent” (assume probability ∝ area)?

(a) (b) (c)
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 Q: Let green event={graduate from Tsing-Hua University}, 

red event={your future dream will come true}. 

Which of the graphs would you prefer?

 Q: What do we prefer? independent? or dependent?

P (B|A) = 0 �= P (B).

Theorem (Independence and Mutually Exclusive). 

If A and B are mutually exclusive and P(A)>0, 

P(B)>0, then A and B are dependent since

• Definition (independence for n-events case). Events A1, …, An are 

said to be pairwise independent iff for all 1�i<j�n; 

A1, …, An are said to be mutually independent iff for k=2, …, n,

P (Ai ∩ Aj) = P (Ai)P (Aj),

· · · ,

P (Ai1 ∩ · · · ∩ Aik) = P (Ai1) · · ·P (Aik), for 1 � i1 < · · · < ik � n,
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Note:

 Suppose A1, …, An are mutually independent. For 1≤r<k≤ n, 

and different t1, …, tr, tr+1, …, tk ∈ {1, 2, …, n}, 

 Mutual independence implies pairwise independence; but, the 

converse statement is usually not true.

 “n events are independent” means “mutually independent”

Example (Sampling With Replacement)

 A sample of n balls is drawn with replacement from an urn

containing R red and N−R white balls

 Let Ak={red on the kth draw}, then 

P(Ak)=R/N, k=1, …, n.

 For all 1�i1<L<ik�n, where k=2, …, n, 

 A1, …, An are mutually independent

P (Ai1 ∩ · · · ∩ Aik) =
RkNn−k

Nn
=

�
R

N

�k
= P (Ai1) · · ·P (Aik),
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