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€ BO N (1/3)0_ cf. P(AN=PA=P(AN=)3Y
( 1‘ ) 1/2 : t
Similarly, P(A,|B) = 1/3, P(As|B) = 2/3.

= Q: Given that 1% coin 1s gold, what 1s the probability that

24 ¢oin is gold? B 0 ifk—1
X . ’ -

o Let(C'= jZHd coin is gold}. P(BN C|A;) = { 0, ifk=2,
BAC) 1 1 1 1 B+ Auds 1, if k=3.

Agggnp(—zg-o—l—g-()-i-g'l:g' (CMQ)megTMIﬁonJ
qulb Pslo)Lp(cip) - PEOC) 12 = 5SS Pl =L =55 "

P(B)  1/2 3
» Example (TV Game Show: Let’s Make A Deal)

= The story.

1. The contestant is given an opportunity
to select one of three doors.

2.Behind one of the doors is a great prize (say, a car) and
there is nothing behind the other two doors.

3.The host knows which door contains the car, but the
contestant does not. N
. 4. After the contestant select a door, the host opens an "
empty door that the contest did not pick.

key

7

5. After opening an empty door, the host always offers the
contestant the opportunity to switch to the other
remaining unopened door.

= Q: Should the contestant switch to the other door or not?

Argument 1 (The Drunkar s Walk by L. Mlodinow): “Two
Ttetton doors are available --- open one and you win; open the other

L("e"b slide) | and you lose ..., your chances of wining are 50/50. ”&coammple
in -6

. Argument 2. Without loss of generality, assume that the

contestant select door 3. Let
— . contestart's d\orc.g,

.= {the car is behind the door i}, i=1, 2, 3.
: doors 2&3 .
I{:B {door 1 is Q@g} J» unopened doors:

P(At|B)=" R_ host's choice
P@ o P(A;) = P(Ay) = P(A3) =1/3 n @27 @
; AR B
Vo P& I:IP(B‘Al)—O P(B’AQ)_l o or door
P b 79 P(B|A3) =1/2 #0)=b but asymnetric | -
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@ p. 4-18
¢ (1/3) x (1/2)

P(A3|B) = =1/3
s ) = Ao a1 (< D)
HA |win<)3 not switch & win
H ) 2 lose -;@]P%P(A2|B); 2/3
ose - -

% o Slmllarslwésult obtained if B= {door 2 1s opened }(exercise)

M
M
WLO§, assume cntestant select door3.
Plowitch & win) = Intuitive interpretation Q) = {q-( A-di,H-d2) , (A-d2,H-d) ,A-d3,H-d)

= % <§!‘£ nd:swmd’ﬁc outcomes #{SW\‘bchto wi n}/ﬂ:n__}ﬁ- (A-ds,H-dz?}
» Q: Why are the 3 formulas useful in calculating probabilities?
(Note: They all benefit from conditional probabilities.)
Ans: () - J & f] & &fi; > POSPCIA) > 0 ke, o

Space
(ii) f# =conditioning because the sample space is reduced from

Q to a smaller set. (e.g., in many previous examples,
P(BJA)’s are known or easier to evaluate)

* Odds and Conditional Odds P(B)> B : N
> The odds of an event B: o(B)> B : B
. P(B) P(B) o(B)
LNp 3-20 = — <> pPB)=—""
o(B) P(B¢)  1— P(B) P®) |+ o(B) N
® > The odd of event B given A: "
evaluoked under P(B|A) _P(AnB)/P(R) _|P(B)P(AIB)
babilt B|A) =
f,,";&"m Sty B4 = P(Be|A)” P@BY)/pay _ |P@E) pAIBS)
P(-) Aﬂ
_‘“‘_’i“i'ﬁ.,o( A) o(BJ|A) = O(B Bayes' cule
o Aoceurs | P4y ~ P =5 ple14)
% Reading: textbook, Sec 3.1, 3.2, 3.3, 3.5 P(A)
ith replaceme — —_——
Recall w ey 4-‘7)4]4-3%12, Independence PCAIB) p(ales)

* Definition (independence for 2-events case): Two events A and B

are said to be independent if and only if (T3 @ poperty defined on events
&rwlculauon — P(A m B) — P(A)P(B)° The mdq;er?di\t“ deﬁ“nexl on

B vandom variobles (futu
. . \
Otherwise, they are said to be dependent. | ecturey e

» Notes. If P(A) >0, events A and B are independent if and only if

e }P pa)_ PANB) _BPAIPB) o [

— LNp 4-4
ik T et ) PeA] P(ane)

similarly, if P(B) > 0, if and only if P(A| B)&®P(A). =Pf':)"
Q: How to interpret the equality?new iformatzon I
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p. 4-20

» Example (Sampling 2 balls, LNp.4-6~7). Events A and B were
“independent” for sampling with replacement, but “dependent”
for sampling without replacement. P(B|A) % P(B)

» Example (Cards): If a card is selected from a standard deck, let
[i‘;ﬁf‘z@d i A = {ace} and B={spade}. Then, [*| Gpes Sre9ee i3 a0¥

ofher facel™~ 41 3 1 .
#8) " P(A) =5 =13 P(B)=1 =7 |Mete. P(BIA) > P(B),
1 (fe., PANRY>PAP(E))
P(ANB) = o5 = P(A)P(B) |&a || iff P(8lA°) <P(B)
e, c °)p (B
= Face and Suit are independent D‘R“}—Ge Pney<PEIPe)

p(s)ay” Theorem (Independence and Complements, 2-events case).
=p(B)-»If A and B are independent, then so afe ¢ and B.< P(B|A%)=P(B)
preef.  B=BnQ =Bn(AVAY)=(BNA)U(BNAS)

P(&)=P(BnA)+P(BNAS) T {eiise
P(APE+ P(BNAS) P(E)P(AS)
]

(=) or (<)
BnAS) = P(B)-P(AMP(B) =P®)[1- @)
= p(8NA°) = PE)-PPE) PE[1-p@)]

p. 421

A&B L « Corollary: If A and B¢ are independent, so are A¢ and B¢
‘ » Corollary: If A and B are independent and 0<P(A)<I,
0<A(B)<I, then

AP\ [PB) = P(BI4) = P(BIAY,
Ad—3Be P(B¢) = P(B¢|A) = P(B°|A°),
[P(A) — P(A’B) — P(A’B )7 El-LP(B)“'“AP(BlA)"';t
P(A°) = P(A°|B) = P(A°|B°)| enough, to decide P(8|A°)
Q: What do these equalities say?  [o¥soneed tokow PA) Ttk because

v
>Example.  p(a)& p(a°): weights in@ (4D p(8laT) = P(B%_’ m;”(e'é‘)
Q: Which of the following graphs represents ‘and
Ans.(c)) red events are independent” (assume probability [] area)?
(a) (b 2 (o) -
A B A B AT B
conditiont condiGion
p(ela) PGla)
I] < P(8) =< P(B)
Y
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@ = Q: Let event={graduate from Tsing-Hua Umversny}p -

red event={your future dream will come true}.
Which of the graphs would you preferz' Ans.usually (2)

= Q: What do we prefer? independent? or dependent?«|{ Tt depends
» Theorem (Independence and Mutually Exclusive). 22

If A and B are mutually exclusive and P(A)>0, O Q_
P(B)>0, then A and B are dependent since 4

A B
P(ANG) —
o=E8 - = P(B|A) =0 % P(B). MEFbpurae07= 5 s ke

o N |
r@ Definition (independence for n-events case). Events 4, ..., A, are
for |said to be pairwise independent iff for all 1<i<j<n; -

vents weak
) P(4,0 4;) = P(A)P(4)),
Ay, ..., A, are said to be mutiially independent iff for k=2,
(AZl N A ,) = P(A;)P(A;,), forl<i; <iy<n,
(Ail M Aig M AZ3) = P(A“)P(AQ)P(A%), for 1 <11 <i9 <ig < n,

<,

P(Ai, N---NA) = P(A;,)---P(A,,), forl<iy<---<ip<n,

i e P(AIN---0 An) =P(A1)- P(An) N
@ > Note: A, , Aty are mutually indep. P&
= Suppose A, ..., A, are mutually independents For 1<r<k< n,

and different ¢,, .. ,'tr , o tmd 41,2, ., nt,
o iteqeltion i s oo f@ 0 b, [toerdise

—
purpo&—-—?P(Atl‘I . ﬂAtT|AtT+1jQ- Q—Atk) = P<At1 R ﬂAtT).

7},’;,"4’.‘24 » Mutual independence implies pairwise independence; but, the

Yo 21} converse statement is usually not true, s—an example in Lp.4-24

= “n events are independent” means “mutually independent”

» Example (Sampling With Replacement)

= A sample of n balls is drawn with replacement from an urn
containing R red and N—R white balls .('l
= Let A,={red on the k™ draw}, then symme‘lmc

outcomes

n- i
RN, =#A%Q=P(AE)—R/N, L A Y S =
7o | Forall 1<i<---<i;<n, where k=2, ..., n,

when balls - - RkNn—k R
o lobelled| P(Ai N NA;)=—moe— =

= A, ..., A, are mutually independent
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p. 4-24

@ » Example. Draw one card from a standard deck.
= Let A={Spades or Clubs},
B={Hearts or Clubs},
C={Diamonds or Clubs}.
= P(A) = 26/52 = 1/2, similarly, P(B)=P(C)=1/2.

- P(AN B) = P({Clubs}) = % — i _ P(A)P(B), similarly,

P(AnC)=1/4=P(A)P(C), P(BNC)=1/4= P(B)P(C).
= A, B, and C are pairwise independent

P(al8nc)
- P ]s However, L
Clubs;
98 — A, B, and C are not mutually independent _’;(B;&:B:f::)mnm]

» Theorem (Independence and Complements, n-events case). ﬁf&
Ay, ..., A, are mutually 1ndependent if and only 1f g ! !

P(BiN---NBy)=P(By)--
where B; is either A, or A<, for i= 1 E:ml-un«y indep—
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