NTHU MATH 2810, 2024

Lecture Notes

IEEMF Conditional Probability & Bayes’ Rule p. 4

new information
e Q: Should the following probabilities be different?

zame ) > Event = a pitcher wins at least 16 games in a season

event P=7? in the beginning of the season
changed P=?? in the middle of the season

:\Zﬁ% » Event = rain tomorrow j ® : how to evaluate them ?

P="? close to the end of the season

P=?? if no information about where you are staying

changed P=7? if you are staying in a desert

P="? if a typhoon will hit the place you stay tomorrow

e (): What causes the differences?

» For an event, new information (i.e., some other event has

occurred) could change its probability l?eiall,t
ive
» We call the altered probability a conditional probability ;‘:ub:aﬁt;

p. 4-2
» Mathematical Definition: If A and B are two events in a sample

space Q and P(4)>0, then Levent occurred  Levent of iterest

reasonoble to |_A P(ANB)
defne for A P(B|A) =
{wﬁfh P(A>=0? Hﬂé)-l

is called the conditional probability of B given A.

> In the classical probability,(symmetric outcomes in £1)

coditiy o M
ool on | P(A)=#AMQ and P(A n By=#(ANB)H#Q
random variables AN B AN B) &

(fubwre lectire) | = P(B[A) = # J/#5_ # ) &5

A/ # #4

MO e
« Example: A family is known to have 2 children, at least one

A of whom is a girl. ): Probability that the other is a b_oyzz?
Y, Q

mmetric outzomes
o Q= {bb, by, gb, gg}“iy_/mmaf least one boy P(BIA)

o A={bg, gb, g9} and B={bb, bg, gb} <=- P(B) = 3/4
o P(B|A) = #(ANB)#A = 2/3 - | update
= Note: #Q is reduced to #A.
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> In effect by conditioning, . :lglm

p.- 4-3

= we are restricting the sample space
from Q to A, 1.e.,

Q— A,

» and, for an arbitrary event B (in Q) to
occur when A has occurred, we need X
that both A and B occur together, i.e.

B —- BnNA.

» The division by P(A) in the definition above rescales all
probabilities from the entire sample space Q to being relative to
P(@nA) _ the new sample space A (*.' P(sample space) -‘\)

~PRY. > P(BJA) is a probability measure defined 0115_ but not A.——()
a subset of SL

Tteanbe II‘ satlsﬁes the 3 axioms of probablhty (exercise)
1:1:Z

/-ﬂ 2
bis2
A A

= Any propositions developed in Chapter 2 for probability
s:n MelaePMBlA) | measures can be applied on A([[A). P(BJA)+ p(B]A°)

be essier

toenkate | (For example, A(B|A)=1-PB|A)$F in senera.l G i LNpll
3 N—

* 3 Useful Formulas for Calculating Probabilities A—

(for 2-events case) r ot mater | = L p(e)p(me ) if pee)>o.

1.1If P(A)>0, then P(AN B) = P(A) P(B|A). —% V1

:hoeggr:g-b;zb Rref. By the definition of coad. prob.,

well deSined P(B/A)-— p(anB)/ pC(A) .
2.If O<P(A)<1 then ('e.,ghed averagR )~ PER) P peIA)
) = _>P B\A +"‘P AQ?DC) (B|A°).
o Bnn

Qp___ef B‘Bﬁ(AUA‘) A‘Q»P(QnA‘—)

exclusvd | =(BnA)U(BaAY) s
3.If 0<P(A)<1 and P(B)>0, then | A*) Bozaz®PC18) A
r'——"H—-/__rP( )P(B|A)

ok P(A)P(B|A) + P(A¢)P(BJA¢) -
P(AnB)"@*é,\% ~ : < 3
TP@) By 5@ (ke 11QEB) A &A° : 2 partition of

M':G
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» Example (Urn Problem)e- prototype of many applications P

total #
= The Story. n balls sequentially and randomly chosen, ©ofkalis
on | without replacement, from an urn containing R red and N-R
the drawn [ white balls (n<N). Q: Given that k of the n balls are red [#A0E]

balls back in (k<R), probability that the 1%t ball chosen is red = ??
the urn [1s€ drav

v Let A={k of the n balls are red} A e
| B={1%ball chosen is red} [ficomes 135",

20d ddw

‘AR (W, . symmetric outcomes hons K- 'P°5"-"°"$
\2elt N WP Method 1: - n—1 n &;MMB Sor red balls
(\st MR ) PBI4) kE—1 k] i /n @&Ikm\:um
d%  dtwMethod 2: [FADE
Symaetric
outcomes

ALLTM¢ )X<Nif>]/<if>

t %ﬂ. = (%)= [(R)K*(N'R)n-&:V(N)n

= W (R (WR)owr)
(N »7 )
K positions ’ »k M?b'bﬂsl:>
R |G <Gzl "

o P(ANB) 5 P(B)P(A|B) = — X ~—T
ley@ leo.ster'bo evai]uYal:e (":_1___ ==
o P(B|A) = P(ANB)/ P(A) = k/n & n-lballsdigwn.,x-:

|
3
e
2
)
©

» Example (Sampling Experiments): An urn contains R red balls
and N—R white balls. Sample 2 balls from the urn. A Pare)

n
'Symme#:nc (r.w) (“’M’)l
outcomes .o [(w

C
» Sampling Without Replacement ¢ dor 2&‘., #0 =N(N-1) 8

N-1) @E —1)
N=p(A) My 1)~ P(A %} ) =PAP(E|A)

# of balls |
intheurnj 5 A = {red on the first draw}

bail | (r)
ball @ (1)
eall R+ (W)
ball N (W

B = {red on the second draw}

P(AYP(QIA)
P(ANB) (R(R  R-1
»P(B|A) = = = :
— (BIA) = =5 BN AN 1
evaluate R il Note.:

- Similarly, P(B|A°) = . (exercise) P(BlA)*P(B\A )

~y =1
n gcnev‘ol I:>

N -1
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&

o Notes:

;‘C’iﬂ.‘k @ in wpﬂ*l‘ P-‘4'7

wpdete -P( B P(A)P(B|A) + P(A°)P(B| A
XIS N
(Fa@ vt v T

204 R? R+NR R? R(N—l)_R_
dmw —1) — N(N — 1) =P(A )
piia)m Pm P AmB _BR-1))/(NN-1) R-1

P(B) R/N N_1

also. same for the 3rd, 4th,--- draw
+ The probabilities are proportional to # of red balls left

9h2 + A(A|B) = P(B|A) = Symmetry.
¥ P(anBY/p(g> ¢ SP(ANB)/P(A) PuE the ball back. into
» Sampling With Replacemeni/(.u.,e urn acker dsaw
cf.
RN R N[-R| R
P(A) = — — _ ithodt; replacement
( ) N||N N’ P(B> N |- N sl;,mmebncliuécomes
P(BIA) R|R] R =
= p(8) P(A M B) = N = N2 independent :::.\ v {w::ﬂ‘(?l
= 3 ) (WNp.4--19) ba.ll N (WY sev N
=p(B|A") update 2N "Ry
Mt:"’P B|A) / CJ:___'*_A)MW ' and draw
R/N N 0 in LNp.4-6 #N=N2
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