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Conditional Probability & Bayes’ Rule

e Q: Should the following probabilities be different?

» Event = a pitcher wins at least 16 games in a season

= P=7?7 1n the beginning of the season
x P=?? in the middle of the season

» P=?? close to the end of the season

> Event = rain tomorrow

» P=?? if no information about where you are staying

= P=?7 if you are staying in a desert

» P=7?? 1f a typhoon will hit the place you stay tomorrow
* (): What causes the differences?

» For an event, new information (i.e., some other event has
occurred) could change its probability

» We call the altered probability a conditional probability
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« Mathematical Definition: If A and B are two events in a sample
space Q and P(A)>0, then

P(ANB)
P(A)
is called the conditional probability of B given A.

P(B|A) =

» In the classical probability,

P(A)=#A/#Q and P(A n B)=#(ANB)/#Q

#(ANB)/#Q _ #(ANB)
#A/#Q #A

« Example: A family is known to have 2 children, at least one
of whom is a girl. Q: Probability that the other i1s a boy=??

o Q= {bb, bg, gb, gg}
o A={bg, gb, gg} and B={bb, bg, gb}
o P(B|A) =#ANB)/#A =2/3

= Note: #Q is reduced to #A.

— P(B|A) =
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» In effect by conditioning,

= we are restricting the sample space
from Q to A, 1.e.,

Q— A,
» and, for an arbitrary event B (in Q) to l

occur when A has occurred, we need
that both A and B occur together, i.c., I:I

B —- BnNA.

» The division by P(A) in the definition above rescales all

probabilities from the entire sample space Q to being relative to
the new sample space A

» P(B|A) is a probability measure defined on B, but not A.
» P([[A) satisfies the 3 axioms of probability (exercise)

D \_| A(TA) M

= Any propositions developed in Chapter 2 for probability
measures can be applied on A([[A).

(For example, A B|A)=1-P(B|A).)
* 3 Useful Formulas for Calculating Probabilities |
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(for 2-events case)
1.If P(A)>0, then P(AN B) = P(A) P(B|A).

2.1f 0<P(A)<I, then —_—
P(B) = P(A)P(B|A) + P(A°)P(B|A°). |

3.If 0<P(A)<I and P(B)>0, then
P(A)P(B|A) |

P(A|B) =

P(A)P(B|A) + P(A¢)P(B|Ac)
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» Example (Urn Problem)

= The Story. n balls sequentially and randomly chosen,
without replacement, from an urn containing R red and N-R
white balls (n<N). Q: Given that £ of the n balls are red
(k<R), probability that the 1% ball chosen is red = ??

» Let A={k of the n balls are red}
B={1%"ball chosen is red}

» Method Lt pipa) — (Z:D/ (Z> hm

= Method 2:

= ra= | ()< (0 20)l/ ()

Go) < Goe) 7™

(N

o P(ANB) = P(B)P(A|B) = % x

o P(B|A) = P(ANB)/P(A) = k/n

» Example (Sampling Experiments): An urn contains R red balls
and N—R white balls. Sample 2 balls from the urn.

« A= {red on the first draw} |
B = {red on the second draw}

» Sampling Without Replacement:

_R(N-1) R _ R(R-1)

Pd) = N(N-1) N’ PANnB) = N(N - 1)’
~ P(AnB) (R(R-1)/(N(N-1)) R-1
P(Bl4) = P(A) R/N - N-1

. (exercise)

Similarly, P(B|A¢) =

N -1
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P(B) = P(A)P(B|A)+ P(A°)P(B|A°)

R R-1 N-R R

N N_1 N N_-1
R°-R+NR-R* R(N-1) R

N(N-1)  NHN-1) N’
pAB) = PANB) _ RE-D)/OWN-1) R-1
~ P(B) R/N T N_1
o Notes:

+ The probabilities are proportional to # of red balls left
« P(A|B) = PA(B|A) = Symmetry.
» Sampling With Replacement:

R-N R N-R R
PA=yw=m fB=FF-w
R-R R?
P(ANB) = NN N
R?2/N?® R
P(B|4) = = = = P(B)
R/N N
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» Example (Diagnostic Tests)

» The Story. A diagnostic test for a rare disease (e.g., an
Xray for lung cancer) is part of a routine physical exam.

» Let Q = {the whole population of Taiwan}
D = {disease is present}|

B = {test indicates disease present}
= Suppose that P(D)=0.001, PA(F|D)=0.98, A(E|D%)=0.01

Q: Do you think the test 1s effective?

» Let us examine it from an alternative viewpoint. Suppose
that you are tested as positive. What is the probability that
you actually have the disease?

P(E) = P(D)P(E|D)+ P(D°)P(E|D°)
= 0.001 x 0.98 + 0.999 x 0.01 = 0.01097.
P(D)P(E|D
P(DIE) - (D)P(E|D) _ 000098 _ oo
P(D)P(E|D) + P(D)P(E|D¢) ~ 0.01097

P(D‘|E) =1 - P(D|E) = 0.9107
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Q: Now, do you still think the test 1s effective?

= The probability of D increased by a factor of roughly 90
(0.001 — 0.0893) when E occurs, but 0.0893 is still small

» The P(E|D°) (=0.01) and P(E°|D) (=1-P(E|D)=0.02) are
called the false positive and false negative rates, respectively.

= Q: Why the 2 interpretations so different? What causes it?

» Example (5! p “F- %% £, Kahneman)

s 219708 & é’iﬁn—\i R B i e R i B e
FHRT R BB ER R FB R e

B o IV EAFT ek g o 9N A B o
1 4%, D. /\é'éh’?i"s,g.f{ﬁ:—,

,C. 1
H f”m’f‘—"i vwﬁiﬁ L 7r—‘g éf’ff

p(

:l'
~
,:F,
. wn
&5

[ ] = “]3 {,}E’%,{»‘,% E. Bi: ’ »L;IEJ_%? NQ%'“E—/F'J:%EQ’%%};f p. 4-10
i i ﬁé.%#‘;
o B4R AEP E A s g E D hplis 4 o
o ¥ EEHAS 2 hE o ELE 0

«-;;rs,a I R als g 2R oo

o T %ﬂ%\ﬁ—’t}i"frﬂbﬁﬁ\,,&@ gi” -
"’jfﬁm%r’ﬁé frfk\ﬁﬁ/gi b8 fih 3 o
o & HE s R Ak s REEERES 5 7
%ﬁﬁw&%ao -

o BEARUE AG P g fs AR ¢
FRIBIISBABLEAE - T R BekT 0 &
PRIBAES T 7 4 > IR AV e g > 9 2 B o
4 1970F & » % i\—_—k Gk B 4 R
1.2 %,2. 142, 3. £ 43¢, 4 $2fcd &7,
5. MEed. 62,7 F5,8
9.7 ¢ &

'ft’ﬁ* g_l A3

A




p. 4-11

» Extensions of the 3 Useful Formulas (for m-events case)
1. (Multiplication Law) If A4,, ..., A,, are events for which
P(AinN---NA,,—1)> 0,then
P(AiN---NApR)
= P(A1)P(A3|A1)P(A3|A1 N Ag)--- P(Ap|A1 NN Ap—1).

» Example (Birthday Problem, LNp.3-4). Let A, be the event
that the k™ birthday differs from the first k—1. Then,

4,)=1,

365 — k + 1
P(AglA1N---NAp_1) =
o P(Ag|A; k—1) 365
oP(AiN---NA,) =P(A)P(As|Ay) - P(A|A1N - NA,_q)
B ﬁ 365 —k+1 365! ~ (365),
B 365 3657 - (365 —n)! 365"

k=1
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» Example (Matching Problem, LNp.3-14). Q: Probability that
exactly k of n members (k<n) have matches = ??

o Let Q be all permutations w= (¢4, ..., ¢,) of 1, 2, ..., n.
o Let A;= {ox: ¢;,=j} and

A= U 00540 AL 00 D)
ISj<<jesn
o By symmetry,

P(A) = (Z) X P(A1 N N A NAS, NN AS)

olet E=ANn---n4, and G=A45,,N---NAS

o Then, P(ENG) = P(E)P(G|E), where
P(E) = P(A1)P(As| A1)+ P(Ag|A1 NN Agp_1)
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o P(A) = (k) Pk = Ul PN o ,when n is large

k!
2.(Law of Total Probability) Let 4}, ..., A,, be a partition of Q
and P(A))>0, i=1, ..., m, then for any event B C Q ,

MZZ&MP(B\AJ

3.(Bayes’ Rule) Let 4, ..., A, be a partition of Q and P(4,)>0,
=1, ...,m.If Bis an event such that P(B)>0, then for 1<j<m,

P(A;)P(B|A;)
> i1 P(Ai)P(BlA;). N

P(4;|B) =

p. 4-14

» From Bayesians’ viewpoint,

P(Al):probability of 41 before B occurs — prior prob.

H(A | B)=probability of A; after B occurs — posterior prob.
= The Bayes’ rule tells how to update the probabilities of éz

in light of the new information (i.e., B occurs)

= An Application of Bayes’ Rule. Suppose that 7(%
a random experiment consists of two random N

/N
N’
-

stages N - @ A WA

o The probabilities of the 2"-stage results depend on what
happened in the 1% stage

o We never see the result of the 1% stage, only the final
result

o We may be interested in finding the probability for
outcomes in the 1% stage given the final result
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st _,Q_, ond _,O

» Example (Gold Coins):

™ The StO! y
o Box 1 contains 2 silver coins.

o Box 2 contains 1 gold and 1 silver coin.

o Box 3 contains 2 gold coins.

o Experiment: (1) Select a box at random and, (i1)
Examine the 2 coins in order (assuming all choices are
equally likely at each stage)

» Q: Given that 1% coin is gold, what is the probability that
Box k is selected, k=1, 2, 3?

o Let A, = {Box k is selected}, B = {1* coin is gold},

[m] 0, lfk — ].,
P(B|Ay) =% 1/2, ifk=2,

1, if k = 3.
P(B)—l 0+l l+l 1—l
3 3 2 3 7 2
13.0 p. 4-16
DP(Al\B):(/) = 0.

1/2
Similarly, P(A,|B) = 1/3, P(A;|B) = 2/3.

= Q: Given that 1% coin is gold, what is the probability that

nd N1 9

2%¢ coin 1s gold® 0, ifk=1,
o Let C'= {2 coin is gold}. P(BNC|Ax) =< 0, ifk=2,
0 P(BAC) = = 04 2. 04+2.1= 2 L E=3
PBOC) =304 5045 1=73.

_ P(BNC) 1/3 2
P(ClB) = P(B)  1/2 3
» Example (TV Game Show: Let’s Make A Deal)

= The story.

1. The contestant is given an opportunity
to select one of three doors.

2.Behind one of the doors is a great prize (say, a car) and
there is nothing behind the other two doors.

3.The host knows which door contains the car, but the
contestant does not.
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4. After the contestant select a door, the host opens an
empty door that the contest did not pick.

5. After opening an empty door, the host always offers the
contestant the opportunity to switch to the other
remaining unopened door.

= Q: Should the contestant switch to the other door or not?

» Argument 1 (The Drunkar’s Walk by L. Mlodinow): “Two
doors are available --- open one and you win; open the other
and you lose ..., your chances of wining are 50/50.”

» Argument 2. Without loss of generality, assume that the
contestant select door 3. Let

A, = {the car is behind the door ¢}, i=1, 2, 3.
B = {door 1 is opened}

o P(A1) = P(Ay) = P(A3) =1/3 1t PO 2% PO
o P(B|A1) =0, P(B|Az) =1,
o P(A3|B) = (1/3) x (1/2) :1/3

(1/3) x 0+ (1/3) x 14+ (1/3) x (1/2)
o P(A2|B) =2/3
o Similar result obtained if B={door 2 is opened}

» Intuitive interpretation.

» Q: Why are the 3 formulas useful in calculating probabilities?
(Note: They all benefit from conditional probabilities.)

Ans: ()F - H &M & & ;

(ii) f& =conditioning because the sample space is reduced from
Q to a smaller set. (e.g., in many previous examples,
P(BJA)’s are known or easier to evaluate)

* (Odds and Conditional Odds
» The odds of an event B:

P(B) P(B)

o(B) =

P(B°) 1- P(B)




» The odd of event B given A: p. 419

_ P(B|A)
o(B|A) = P(G°[A)
and
B P(A|B)
o(B|A) = o(B) x P(AIB)
* Reading: textbook, Sec 3.1, 3.2, 3.3, 3.5
Independence

* Definition (independence for 2-events case): Two events A and B
are said to be independent if and only if

P(AN B) = P(A)P(B).
Otherwise, they are said to be dependent.

» Notes. If P(A) > 0, events A and B are independent if and only if
P(ANnB) P(A)P(B)
P(B|A) = = = P(B
similarly, if AB) > 0, ifand only if P(A| B) = P(A).
Q: How to interpret the equality?
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» Example (Sampling 2 balls, LNp.4-6~7). Events A and B were
“independent” for sampling with replacement, but “dependent”
for sampling without replacement.

» Example (Cards): If a card is selected from a standard deck, let

» A= {ace} and B={spade}. Then,

4 1 13 1
PA)=5 =13 PB) =5 =7
P(AN B) = 5—12 — P(A)P(B)

» Face and Suit are independent

» Theorem (Independence and Complements, 2-events case).

If A and B are independent, then so are A¢ and B.
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» Corollary: If A and B¢ are independent, so are A¢and B¢
» Corollary: If A and B are independent and 0<P(A)<I,
0<A(B)<I, then
A%B P(B) = P(B|A) = P(B|A°),
AC 3B P(B) = P(Bf|A) = P(B|A°),
P(A) = P(A|B) = P(A|BY),
P(A°) = P(A°|B) = P(A°|B°).
(Q: What do these equalities say?

» Example.
= Q: Which of the following graphs represents “ ‘and

red events are independent” (assume probability [] area)?

(a) (b) (©)
=] L[]
! ! !

— [I
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= Q: Let event={graduate from Tsing-Hua University},
red event={your future dream will come true}.

Which of the graphs would you prefer?

= Q: What do we prefer? independent? or dependent?
» Theorem (Independence and Mutually Exclusive).

If A and B are mutually exclusive and P(A)>0, O Q
P(B)>0, then A and B are dependent since

P(B|A) = 0 # P(B).
* Definition (independence for n-events case). Events 4,, ..., A, are
said to be pairwise independent iff for all 1<i<j<n; -

P(A; N Aj) = P(A;)P(A;),
A,, ..., A, are said to be mutually independent iff for k=2, ..., n,
P(A;, N A) = P(A;,)P(A,,), for1<i, <is<n,
P(A;, NA;,NA;,)=P(A;)P(A;,)P(A;,), forl<i <iy<izg<n,

“ty
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» Note:
= Suppose A, ..., A, are mutually independent. For 1<r<k< n,
and different h, ot brits n by {1, 2, nt,

P(Ay, N NA A NN A :P(At1 N--NA).

» Mutual independence implies pairwise independence; but, the
converse statement is usually not true.

= “n events are independent” means “mutually independent”

» Example (Sampling With Replacement)

= A sample of n balls is drawn with replacement from an urn
containing R red and N—R white balls

= Let A,={red on the k™ draw}, then
PAD=RIN, k=1, ....n

» For all 1<4,<---<4;, <n, where k=2, ..., n,
. R*N"E /R\F
P(A;,Nn--NA;)=——= (=) =P, - P4;,),
(A, )= = ()~ PPy
= A, ..., A, are mutually independent
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» Example. Draw one card from a standard deck.
= Let A={Spades or Clubs},
B={Hearts or Clubs},
C={Diamonds or Clubs}.
« P(A) = 26/52 = 1/2, similarly, P(B) = P(C) = 1/2.

« P(AN B) = P({Clubs}) = = — i _ P(A)P(B), similarly,

P(AnC)=1/4=P(A)P(C), P(BNC)=1/4= P(B)P(C).
= A, B, and C are pairwise independent

« H :
owever 1 1

P(ANBNC) = P({Clubs}) = § # 5 = P(A)P(B)P(C),

= A, B, and C are not mutually independent

» Theorem (Independence and Complements, n-events case).
A, ..., A, are mutually independent if and only if

P(ByN---NB,) =P(By)-- P(By,),

where B, is either A, or A<, fori=1, ..., n




» Example (Series and Parallel Connections of Relays).

Series Connection § __, s R R \

R
Parallel Connection S —» /2
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o The Story. For n electrical relays R, ..., R

n)

= {R), works properly},

let
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k=1,..., n, and suppose that A, ..., A A are independent.

o Series Connection. The probability that current can flow

S P(A1N---N4,) = P(A1)-- P(4,).

flow from S to F (corresponding to the event
A,Vl0A) is

P(AjU---UA,) =1—P(ASN---NAS)

from S to E' (corresponding to the event A,nINA,)

o Parallel Connection. The probability that current can

=1 P(A5)- - P(A5) =1 - ][1 -

k=1

P(Ay)]
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o Combination of Series and Parallel Connections

G s R | SIS

» Theorem. If A,, ..., A, are mutually independent and B, ...,
B,,, m<n, are formed by taking unions or intersections of
mutually exclusive subgroups of A, ..., A, then B, ..., B
are mutually independent. : - :
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* Definition (conditional independence): Events B, ..., B, are
(pairwise or mutually) independent under the probability measure
P(A).

»e.g., B and B, are conditionally independent given A iff
P(B1 N By|A) = P(B1]A)P(B3|A),

or, equivalently,

P(B1|BoNA) = P(B1|A) or P(B2|BiNA) = P(Bz|A)




» Example (Gold Coins): = A
™ The StO! y
o Box ¢ contains % gold coins and
k—1 silver coins, :=0,1,...,k.

o Experiment: (1) Select a box at random, (i1)
Draw coins with replacement from the box

= Q: Given that first n draws are all gold, what

is the probability that (n+1)st draw is gold?

o Let A,= {Box i 1s selected}, B = {first n draws are gold},

C = {(n+1)* draw is gold}
By applying law of total probability on A(:|B),

P(C|B) = 371 P(Ai| B)P(C|A: N B)
o Because B and C are conditionally independent given A,

P(C|A N B) = P(C|Ay) =i/k

o By Bayes’ rule,

w Zi}:o P(AJ)P(BlAJ) Ej:o[l/(k+1)](3/k)n

a
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k
o Hence, P(C|B) = ) (i/k)"*! Z (G/k)"
i=0

= Q: Are the events B and C mdependent under 7(.)?

% Reading: textbook, Sec 3.4, 3.5




