Introduction to Probability

 Uncertainty/Randomness (% /2 £_{+/% 5 {%) in our life

» Many events are random in that their result is unknowable
before the event happens.
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= Will it rain tomorrow?

= How many wins will a player/team achieve this season?

s What numbers will I roll on two dice?

» Q: Is your height/weight measure random?

» We often want to assess how likely it is the outcomes of
interest occur. Probability 1s that measurement.

p. 1-1

Random vs. Deterministic Patterns

random ‘ “T S ‘ noise (F231) ‘ uncertain result

deterministic ‘ HE ‘ signal (1% L) ‘ predictable result
» Consider the two cases:
» Case I (« random pattern?)
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» Case Il (« deterministic pattern?)
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* (Possible) modeling:

»Case l. X, X,, ..., X, ... are independent, for i=1, 2, ...,

X; =

R, with prob. 2/3,
G, with prob. 1/3.

» Case II. For =3, 4, ...,

R, if (Xi—27 1— 1)6{(R7 )(GvR)}v
G, if (X;_2,X;_1) =(R,R).

X; =

 Prediction strategy:

» Case I: always guess X, =R (why? next slide)
» Case II: decide X, by X, |, X, , using ()

» Q: why always guess X, =R for Case 1?

= Let Y. R, with prob. p,
L | G, with prob. 1 —p.

v _ R, with prob. g,
— | G, with prob. 1—g.

P(X,=Y) = P((X.Y)e{(G Q) (RR)}
= pg+(1—p)(1—q)

= 1-p+(2p—1)¢q

=y

» The P(X,=Y}) 1s maximized at

Q

(1, ifp>05,
=3 0, ifp<0.5.

and

max P(X; = Y;) = {
ax P(X; = ¥;

P, if p > 0.5,
1—p, ifp<0.5.




* Q: Is Case Il really a deterministic pattern?

(3) (3)] -

» Random pattern —— Deterministic pattern

» Under the model for Case I,

P(RRGRRGRRG) =

» Deterministic pattern — Random pattern

* System containing both random and deterministic patterns

» Galton (1875): regression effect

son’s
height

father’s height
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Should everyone have the
same probability for an event?

« Example: 52 cards

1 2 3 13
[ ] [ ] [ ] [ ]
O 4 e e Y
Player 1 32 24 10 eoe deterministic
Player 2 X X X LR random

» Conditional probability

» Subjective (Bayesian) probability:
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p. 1-7

It’s the Chance (Probability, Proportion, Frequency), Stupid

« Bill Clinton, 1992, Campaign slogan

It’s the Economy, Stupid.
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Distinction between
Discovery (% 78.) and Invention (3 F?)

* Examples
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¢ Further Readings:
v Kahneman (2011), Thinking, Fast and Slow. (¥ 3#: L% 8)

v Silver (2012), The Signal and the Noise. (¥ #F: # «???;', 21)



