NTHU MATH 2810

(A1, B1) (13pts)
Exam-A.
(a) (4pts) hypergeometric(n, N, R) with n = 6,
N =53, R=6.

(b) (4pts) gamma(a, A) with a = 1000 and A =
5. (An alternative answer that is accept—
able is exponential(\) with A =

1000/5 =
505°)
200
(c) (Hpts) multinomial(n, m, pi,...,p,) with
nzllO,sz,m:%:OG,
_ 30  _ _ o
P2 = Gogaogio — 03 P3 = gogzoqi0 — 0-1-

(A2, B2) (26pts)

(a) (8pts)
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Exam-B.

(b) (4pts) hypergeometric(n, N, R) with n =
8, N =60, R=28.

(c) (4pts) gamma(a, \) with o = 600 and A =
4. (An alternative answer that is accept—
able is exponential(\) with A =

600/4 =
10°)
150
(a) (5pts) multinomial(n, m, pl, . ,pm) with
35 B
50735715 — 0-39, P3 = m 0.15.

Exam-A. Let X be the number of times that
the sum of two fair dice equals 7 (=1+6 =
2+5=34+4=44+3=5+2=06+1) in 500
independent rolls. Then

1
X ~ binomial<500, E = —) .

36 6
Hence
1 250
— E[X] =500 - = —>°
n= E[X] 6= 3
15 2500 25
2
— Var(X) = 500-=-2 = 222 _ 2
o ar(X) 56 TR =0 3

Using the normal approximation with conti-
nuity correction,

P(X > 90) = P(X > 89.5)
_ P(X—uZ 89.5 — ,u)
o o
~ P<Z2 89.5—,u> |
o
where Z ~ N(0,1). Compute the z-value:
89.5—pu 8955 37
b = 0.74.
o 3 50
Therefore,
P(X >90) ~ 1 — ©(0.74) = &(—0.74).

1

Exam-B. Let X be the number of times that
the sum of two fair dice equals 5 (=1+4 =
2+3=3+2=4+1) in 500 independent

rolls. Then
X ~ binomial (800 % = %) .
Hence
p=EIX] =800 5 = 0",
02:Var(X)—8OOé§:6§$, :%O.

Using the normal approximation with conti-
nuity correction,

P(X > 80) = P(X > 79.5)
_ P(X—p . 79-5—u)
o o
- P(Z > 79.5—,u> 7
o
where Z ~ N(0,1). Compute the z-value:
795—p 795 80 507
= ——— ~ —1.05625.
o % 480
Therefore,

P(X >80) ~ 1 — ®(—1.06) = B(1.06).



(b) (6pts)

Exam-A. Let X be the location of the point.
When X < L — X (& X < L/2),

X/(L—X)<1/4e X < L/5,
and when X > L - X (& X > L/2),
(L—X)/X <1/4e X > 4L/5.

The question asked us to find the probabil-
ity of the event {X < L/5} U{X > 4L/5}.
Because X ~ uniform(0, L),

P{X < L/5}U{X >4L/5})
= P{X < L/5})+ P{X >4L/5})

L/5 1 L 1
—dz +/ -
/0 L arss L

dx = 2/5.

(c) (12pts)

Exam-B. Let X be the location of the point.
When X < L — X (& X < L/2),

(L-X)/X>5< X <L/6,
and when X > L — X (& X > L/2),
X/(L-X)>5< X >5L/6.
The question asked us to find the probabil-
ity of the event {X < L/6} U{X > 5L/6}.

Because X ~ uniform(0, L),
PH{X <L/6}U{X >5L/6})
= PH{X <L/6})+P({X >5L/6})
—dx +

L/6 1 L 1
/0 /5L/6 L

L

dr = 2/6.

Let f and F' be the pdf and cdf of the beta(a, ) distribution, respectively. Notice that
because f is symmetric about 1/2, for the cdf F', we have

Fa)+F(l—z)=1 = F(l-2)=1-F(z),

By definition,

for 0 <z < 1.

A={O1,...,0, € (=00, [60])}.
Because

0, =7(2U; — 1), 1=0,1,...,n,
we have

0; € (=160, |60]) <= |Ui—1il<|Uy—1].
Hence
A={U =3 <|Us= 1, ..., [Us = | < Uy =3I}

Note that

‘Ui—%|<‘Uo—%

Fix Uy = u € (0,1). Because Uy, Uy, ..

= Ui€(3-1U—3l 5+IUo—3l).

., U, are i.i.d. from beta(a, o), we have

P(|U: ~ 3 < |Uo = 31 | Up = u) = P(IU: = 3] < |u~ 3] | Uy = u)

F(1—u)— F(u)

{

P(Ui— 4 <lu—3)=PE —Ju—3 <U<i+]u—1
F a3l = P33

[1 = F(u)] = F(u)
Flu) = F(I —u) = F(u) = [

2

— 2F(u),

=1
Fu)] = 2F(u) - 1,



(by the symmetric property of beta(a, ), ie., F(u) + F(1 —u) = 1, for 0 < u < 1)
distribution) and

P(A|Uy=u)=P(Ur— 5] <|Us—5l, -y |Un— 3| <10 — 3] | Up = )

- 1—2FW)]", 0<u<}
= P(lU. — 1 _1 — ) = [ ) 27
:J;Il: (|Uz 2| < |UO 2| | UO U) { [2F(U) . 1]71, % cu<l.

By the law of total probability,
1
P(A) — / P(A| Uy = u) f(u) du
0

1/2 1
_ / (1 — 2F ()] f(u) du + / 2F(u) — 1" f(u) du
0 1/2

1/2 1
= / (1 —2y)"dy + // (2y — 1)"dy (letting y = F(u) = dy = f(u)du)
0 1/2
1/2 1
= —(1 _ Qy)n+1 + —(2y . 1)n+1
2(n+1) 0 2(n+1) 1/2
1 1 1

2(n+1)+2(n+1) n+1

—1

An intuitive interpretation of P(A) = —-.

n+1
Define
W; =10;| € (0, ), 1=0,1,...,n.
Since ©g, 01,...,0,, are i.i.d. and have a continuous distribution, the random variables
Wo, W1, ..., W, are also i.i.d. and continuous. For each ¢ =0,1,...,n, define the event

Bi = {M/Z = HlaX(Wo, W17 ceey Wn)}
Notice that
By = {Wy > max(Wy,...,W,)} ={|0¢| > |0, foralli =1,....,n} = A.

Moreover, because the W;’s are continuous, ties occur with probability 0, so By, By, ..., B,
form a partition (up to an event with probability 0). Hence

iP(Bi) ~1.

By symmetry (exchangeability) of the i.i.d. sample (Wy, Wi, ..., W,,), each index is equally
likely to attain the unique maximum, so the probabilities are equal:

P(By) = P(By) = -+ = P(By).

Therefore,




In fact, this intuitive interpretation shows that the result is distribution-free: the specific
beta(a, a) assumption is not essential. As long as ©y, 01, ...,0,, are i.i.d. from any con-
tinuous distribution on (—, ), the variables W; = |©;]| are i.i.d. and continuous as well, so
the maximum among Wy, Wy, ... W, is attained at a unique index with probability 1. By
exchangeability, each index is equally likely to be the maximizer, and therefore

P(A) = —

T+l
still holds even when the distribution of ©; is not beta(«, «).

(A3, B4) (15pts)
(a) (2pts) The pdf of the Weibull(«, §) distribution is

for z > 0, and f(x) =0, for z < 0.

(b) (4pts) Notice that if X7,...,X,, are i.i.d. from a continuous distribution with cdf F', then
F(Xy),...,F(X,)areiid. ~ uniform(0,1). For the case of Weibull(a, ), let U; = F(X;) =

N
1—6_(%) ,forv=1,...,n, then

X = F7\U) = al-log(1 = U)J7 . i=1....n,
are 1.i.d. ~ Weibull(a, ) distribution.

(¢) (5pts) The transformation y = (x/a)? is strictly increasing for x > 0. Its inverse is

r=ay’’  y>0,

and p
ar _ (1/8)-1
i (a/B)y :
Hence, from part (a), by the change-of-variables formula,
dx
= /8y |22
fr(y) = fx(ay’") i

_ [% (") exp (— (O‘y;/ﬁ)B)] [% y(l/ﬁ)—l]

B s | [ a-pys
) € )
a 5
=e Y, y > 0.
Therefore,

frlyy=e?, y>0 = Y;~ exponential(1).

An alternative approach is to derive the cdf of Y directly from the cdf of X given in the
problem. For y > 0,

B
Fy(y) =PY <y) = P((g) < y) = P(X < ay'/?)

ay/8\ "’
= Fx(ay'?) =1 —exp —( - ) =1—-e".




Thus,
Fy(y)=1—-¢"Y y>0 = Y;~ exponential(1).

(Indeed, differentiating Fy gives fy(y) = e Y, consistent with the previous result.)
Since X1,..., X, are ii.d. and each Y; = (X;/a)” is a transformation of X; only, Y7,...,Y,
are i.i.d. exponential(1). A standard result states that the sum of n i.i.d. exponentlal(l)

random variables has a gamma(n, 1) distribution. Therefore,

Yi+---+Y, ~ gamma(n, 1).
(d) (4pts) Let Xy = min{ Xy, ..., X,}. For z > 0,
«\B1" z\B
P(X0) > 0) = P >0, X > 0) = (PO > )" = o (8] = el

Therefore, the cdf of Xy is

2\8

1—6_”(5> forz >0

Fx (z) = ’ =
X(1)< ) { 0, for x <0,

which shows that X(;) ~ Weibull(an™ 7, 3).

(A4, B3) (16pts)

(a) (2pts) Because X; and X, are independent, their joint pdf is

1
Fxix (1, 22) = fx, (1) fxo (22) = %e—@%ma)/z,

where —oco0 < 1, 19 < 0.
(b) (6pts) The inverse function of the transformation is:
V3

- V3 1 B
X1=g 1(W17W2> = TWI + ZWQ and Xo =g, 1(V[/I,I/VQ) = ZLWI — TW2'

Because
gt V3 0gy! . ;' —V3

ow, 4 oW,

and X7 + X3 = 2(WE + W3), the joint pdf of (W, W) is:

le,WQ (wh w2) = le X5 (gl_l('lU1, UJQ) (wh w2)) ‘J’
= ie § (wf+w3) X _l — ie L (wi+w3)
2w 4 87

wi 1 w3
= 6 2x4 X e 2x4 R
(2\/ 2T ) (2\/ 2T )
where —oo < wy, we < co. (Note that the joint pdf is a product of two normal pdfs.)

(c) (2pts) Because the joint pdf of (W;,W5) is proportional to a product of two terms, one
depending only on w; and the other depending only on wsy, W; and W5 are independent.

5



(d) (6pts) We can get the cdf of Y, Fy(y), for y > 0 by
Fy(y)=P(Y <y) = P(X{ <y) = P(—/y < X1 < Vi) = 2(/y) — 2(—/),
where ® is the cdf of normal(0, 1). Then, for y > 0, the pdf of Y is
d d d

) = B = 000 = o 0(—vi) = olvi) (52 ) = o-vD) (77

= Le—y/2 <L) — Le—yﬂ (_ 1 ) - 1 e V2
V2 2\/y V2 2\/y V2my
where ¢ is the pdf of normal(0, 1), and fy(y) =0 for y < 0.
(A5, B6) (14pts)

(a) (2pts) Let Uy and U, be i.i.d. ~ uniform(0, 1), then X = min(U;, U;) and Y = max(Uy, Us).
Therefore, for 0 < x < y < 1, the joint pdf of X and Y is

Fro(@,y) = () fun (@) fun(y) = 2

(b) (2pts) The marginal pdf of X is

1 1
Ix(@)= [ fxy(z,y) dy= / 2dy=2(1-ux),

for 0 <z <1, and fx(x) =0, otherwise. Similarly, the marginal pdf of Y is

Y Y
= / fxy(z,y) doe = / 2 dx = 2y,
0 0

for 0 <y < 1, and fy(y) = 0, otherwise.
(c) (2pts) For a fixed = € (0,1), the conditional pdf of Y is

fY|X(y‘l') = fxfii?)y) _ : i -

for v <y < 1and fyx(y|z) = 0, otherwise.

(d) (2pts)
1 (1,'"\ 1+
E[Y|X =2 = Y 1ol )
Y]X = ] /yfwx(ylrr dy = / dy = 1_$<2y x) 5
for 0 < z < 1. Therefore, E[Y|X] = &£,
(e) (3pts)

BXY) = ExlBrix(XYIX)| = Bx {X[Bvix(Y1X)]} = Bx (X x =57 )

* 1 ool
= / x X ;xxfx(x)dx:/:cx ;xx2<1—l’)d$
- 0

[e.9]

! 3 1
= — de = —.
/0 (x —2°) dx




(f) (3pts) Because
Var(Y|X =2) = E(Y?*|X =z) — [E(Y|X = 2)]%,

and
! Loyl 11, 1+a+a?
EYiX =a]= [ dy = Y gy = E T I
[Y7X = 7] /my frix(ylz) dy /301_31j =1 3V T
we get
1+z+ 22 1+2\> 22—20+1 (z—1)?
YIX =2)= _ _ _
Var(Y]X =) 3 ( 2 ) 12 12
for0<x < 1.

(A6, B5) (16pts)

(a) (3pts) X ~ geometric(p;) (or negative binomial(1, p;)) and E(X) = 1/p.
(b) (2pts) Since Y counts how many types among {2, ...,7} appear before the first type 1 catch,

1=2

(however, note that the distribution of ¥ is not binomial because I;’s are not independent,
see the solution to (d)).

(c) (8pts) Because Y = >"'_, I;, by the fundamental formula about expectation,

E(Y) = Z E(I).

Since a; = P(I; = 1), we have I; ~ Bernoulli(a;). Therefore,

and

(d) (2pts) For 2 < i < j <, the provided value
bij=P(L=1,1;=1).
Notice that I; and I; are independent if and only if
biy =PI =1,I; = 1) = P(I, = )P(I; = 1) = aa;.

But using the given formula in (c¢) and (d), one finds b; ; # a;a; in general, so I; and I; are
not independent (except possibly for special parameter choices, e.g., p; = 0).

(e) (6pts) To compute the variance of Y, we can use the formula:

Var(Y) = Var (i Q) = i Var(l;) +2 Z Cou(I;, I;).

1<i<j<k

7



Because I; ~ Bernoulli(a;),
Var(L;) = a;(1 — a;).

From (c), for ¢ < j, we have

Thus, the answer is



